
SIXTH EDITION

DANIEL SOLOW

HOW to 
READ and
DO PROOFS

EA

~Abstra
ct

io
n

Axiomatic Systems

Generalization



 



SUMMARY OF PROOF TECHNIQUES

What to Conclude How to Do It
B Work forward from A and apply the

backward process to B.

NOT A Work forward from NOT B and back-
ward from NOT A.

Some contradiction Work forward from A and NOT B to
reach a contradiction.

That there is the de-
sired object

Guess, construct, and so on, the ob-
ject. Then show that it has the cer-
tain property and that the something
happens.

That the something
happens

Work forward from A and the fact
that the object has the certain prop-
erty. Also work backward from the
something that happens.

B Work forward by specializing A to one
particular object having the certain
property.
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Preface to the Student

After finishing my undergraduate degree, I began to wonder why learning
theoretical mathematics had been so difficult. As I progressed through my
graduate work, I realized that mathematics possessed many of the aspects of
a game—a game in which the rules had been partially concealed. Imagine
trying to play chess before you know how all of the pieces move! It is no
wonder that so many students have had trouble with abstract mathematics.

This book describes some of the rules by which the game of theoretical
mathematics is played. It has been my experience that virtually anyone who
is motivated and who has a knowledge of high school mathematics can learn
these rules. Doing so greatly reduces the time (and frustration) involved in
learning abstract mathematics. I hope this book serves that purpose for you.

To play chess, you must first learn how the individual pieces move. Only
after these rules have entered your subconscious can your mind turn its full
attention to the more creative issues of strategy, tactics, and the like. So it
appears to be with mathematics. Hard work is required in the beginning to
learn the fundamental rules presented in this book. To that end, in addition
to reading the material in this book and working through as many exercises as
possible (as there is no substitute for practice), you can also access a collection
of videotaped lectures, one for each of the first 15 chapters of the book, on
the web at www.wiley.com/college/solow/.

Your goal should be to absorb the material in this book so that it becomes
second nature to you. Then you will find that your mind can focus on the
creative aspects of mathematics. These rules are no substitute for creativ-
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viii PREFACE TO THE STUDENT

ity, and this book is not meant to teach creativity. However, I do believe
that the ideas presented here provide you with the tools needed to express
your creativity. Equally important is the fact that these tools enable you
to understand and appreciate the creativity of others. To that end, much
emphasis is placed on teaching you how to read “condensed” proofs as they
are typically presented in textbooks, journal articles, and other mathematical
literature. Knowing how to read and understand such proofs enables you to
assimilate the material in any advanced mathematics course for which you
have the appropriate prerequisite background. In fact, knowing how to read
and understand condensed proofs gives you the ability to learn virtually any
mathematical subject on your own, with enough time and effort.

You are about to learn a key part of the mathematical thought process. As
you study the material and solve problems, be conscious of your own thought
processes. Ask questions and seek answers. Remember, the only unintelligent
question is the one that goes unasked.

DANIEL SOLOW

Department of Operations

Weatherhead School of Management

Case Western Reserve University

Cleveland, OH



Preface to the Instructor

The Objective of This Book

The inability to communicate proofs in an understandable manner has plagued
students and teachers in all branches of mathematics. The result has been
frustrated students, frustrated teachers, and, oftentimes, a watered-down
course to enable the students to follow at least some of the material or a
test that protects students from the consequences of this deficiency in their
mathematical understanding.

One might conjecture that most students simply cannot understand ab-
stract mathematics, but my experience indicates otherwise. What seems to
have been lacking is a proper method for explaining theoretical mathemat-
ics. In this book I have developed a method for communicating proofs—a
common language that professors can teach and students can understand. In
essence, this book categorizes, identifies, and explains (at the student’s level)
the various techniques that are used repeatedly in virtually all proofs.

Once the students understand the techniques, it is then possible to explain
any proof as a sequence of applications of these techniques. In fact, it is
advisable to do so because the process reinforces what the students have
learned in the book.

Explaining a proof in terms of its component techniques is not difficult,
as is illustrated in the examples of this book. Before each “condensed” proof
is an analysis explaining the methodology, thought processes, and techniques
that are used. Teaching proofs in this manner requires nothing more than
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x PREFACE TO THE INSTRUCTOR

preceding each step of the proof with an indication of which technique is about
to be used and why. When discussing a proof in class, I actively involve the
students by soliciting their help in choosing the techniques and designing the
proof. I have been pleasantly surprised by the quality of their comments and
questions.

In addition to the collection of proof techniques in Part I, I have identi-
fied in Part II a number of other mathematical thinking processes that are
used in virtually all college-level math courses. These thinking processes were
first introduced in my book The Keys to Advanced Mathematics in 1995 and
include:

• Generalization and unification.

• Identifying similarities and differences.

• Creating a visual image for a mathematical concept and, vice versa, con-
verting a visual image of a mathematical concept to a written symbolic
form.

• Creating definitions.

• Learning to use abstraction.

• Developing and working with axiomatic systems.

Providing the student with these thinking processes appears to facilitate the
student’s ability to learn subsequent mathematical material.

It has been my experience that once students become comfortable with
the proof techniques and these other thinking processes, their minds tend to
address the more important issues of mathematics, such as why a proof is
done in a particular way and why the piece of mathematics is important in
the first place. This book is not meant to teach creativity, but I do believe
that learning the techniques presented here frees the student’s mind to focus
on the creative aspects. I have also found that, by using this approach, it is
possible to teach subsequent mathematical material at a more sophisticated
level without losing the students.

In any event, the message is clear. I am suggesting that there are many
benefits to be gained by teaching mathematical thought processes in addition
to mathematical material. This book is designed to be a major step in the
right direction by making abstract mathematics understandable and enjoyable
to the students and by providing you with a method for communicating with
them.

What’s New in the Sixth Edition

There are two primary changes in the sixth edition of this book. The first
is the inclusion of a new Part II that contains a description of the afore-
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mentioned mathematical thinking processes. As with the proof techniques,
a name is given to each of the thinking processes which are then described
at the student’s level with easy-to-understand examples. These examples, to-
gether with numerous exercises, are designed to give the student practice in
understanding and using these thinking processes so that the student will be
aware of these techniques when they arise in their subsequent math courses.

Although these changes seem to make it even easier for students to under-
stand proofs and advanced mathematical subject matter, I have still found
no substitute for actively teaching the material in class instead of having the
students read the material on their own. This active interaction has proved
eminently beneficial to both student and teacher, in my case. However, it of-
ten happens that there is not enough time in a given course to teach the proof
techniques as well as other requisite mathematical subject matter. To address
this challenge, I have included with the sixth edition, videotaped lectures for
each proof technique that students can watch at their own pace on the web
at www.wiley.com/college/solow/. I hope these lectures aid the students in
learning how to read and do proofs.

DANIEL SOLOW

Department of Operations

Weatherhead School of Management

Case Western Reserve University

Cleveland, OH
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Part I

Proofs





1
The Truth of It All

The objective of mathematicians is to discover and to communicate certain
truths. Mathematics is the language of mathematicians, and a proof is a
method of communicating a mathematical truth to another person who also
“speaks” the language. A remarkable property of the language of mathematics
is its precision. Properly presented, a proof contains no ambiguity—there will
be no doubt about its correctness. Unfortunately, many proofs that appear in
textbooks and journal articles are presented for someone who already knows
the language of mathematics. Thus, to understand and present a proof, you
must learn a new language, a new method of thought. This book explains
much of the basic grammar, but as in learning any new language, a lot of
practice is needed to become fluent.

1.1 THE OBJECTIVES OF THIS BOOK

The approach taken here is to categorize and to explain the various proof
techniques that are used in all proofs, regardless of the subject matter.
One objective is to teach you how to read and understand a written proof
by identifying the techniques that are used. Learning to do so enables you
to study almost any mathematical subject on your own—a desirable goal in
itself.

A second objective is to teach you to develop and to communicate your own
proofs of known mathematical truths. Doing so requires you to use a certain
amount of creativity, intuition, and experience. Just as there are many ways

1



2 CHAPTER 1: THE TRUTH OF IT ALL

to express the same idea in any language, so there are different proofs for
the same mathematical fact. The techniques presented here are designed to
get you started and to guide you through a proof. Consequently, this book
describes not only how the techniques work but also when each one is likely to
be used and why. Often you will be able to choose a correct technique based
on the form of the problem under consideration. Therefore, when attempting
to create your own proof, learn to select a technique consciously before wasting
hours trying to figure out what to do. The more aware you are of your thought
processes, the better.

The ultimate objective, however, is to use your newly acquired skills and
language to discover and communicate previously unknown mathematical
truths. The first step in this direction is to reach the level of being able to
read proofs and develop your own proofs of already-known facts. This alone
will give you a much deeper and richer understanding of the mathematical
universe around you.

Anyone with a good knowledge of high school mathematics can read this
book. Advanced students who have seen proofs before can read the first two
chapters, skip to the summary Chapter 15, and subsequently read any of the
appendices to see how all the techniques fit together in a specific mathematical
subject. Each chapter on a particular technique also contains a brief summary
at the end that describes how and when to use the technique. The remainder
of this chapter explains the types of relationships to which proofs are applied.
Additional books on proofs and advanced mathematical reasoning are listed
in the bibliography at the end of this book.

1.2 WHAT IS A PROOF?

A proof is a convincing argument expressed in the language of mathematics
that a statement is true. All of the foregoing words are important to your
understanding of what a proof is. For example, in mathematics, a statement
is a sentence that is either true or false. Some examples follow:

1. Two parallel lines in a plane have the same slope.

2. 1 = 0.

3. The real number x 6> 0 (x is not greater than 0).

4. There is an angle t such that cos(t) = t.

Observe that statement (1) is true, (2) is false, and (3) is either true or false,
depending on the value of a variable.

It is perhaps not as obvious that statement (4) is also true. Furthermore,
a statement that appears to be true can, in fact, be false. This is why it is
necessary to do proofs—you will know that a statement is true only when
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cos(t)

-π

t

π
t

0

-π/ 2 π/ 2

Fig. 1.1 A proof that there is an angle t such that cos(t) = t.

you have proved it to be true. In this and other books, proofs are often given
for what seem to be obviously true statements. One reason for doing so is
to provide examples that are easy to follow so that you can eventually prove
more difficult statements.

A proof should contain enough mathematical details to be convincing to
the person(s) to whom the proof is addressed. A proof of statement (4)
that is meant to convince a mathematics professor might consist of nothing
more than Figure 1.1; whereas a proof directed toward a high school student
would require more details, perhaps even the definition of cosine. Your proofs
should contain enough details to be convincing to someone else at your own
mathematical level (for example, a classmate). It is the lack of sufficient detail
that often makes a proof difficult to read and understand. One objective of
this book is to teach you to decipher “condensed” proofs that typically appear
in textbooks and other mathematical literature.

Given two statements A and B, each of which may be either true or false, a
fundamental problem of interest in mathematics is to show that the following
conditional statement—also called an implication—is true:

If A is true, then B is true.

One reason for wanting to prove that an implication is true is when B is a
statement that you would like to be true but whose truth is not easy to verify.
In contrast, suppose that A is a statement whose truth is relatively easy to
verify. If you have proved that “If A is true, then B is true,” and if you can
verify that A is in fact true, then you will know that B is true. For brevity,
the statement “If A is true, then B is true” is shortened to “If A, then B” or
simply “A implies B.” Mathematicians have developed a symbolic shorthand
notation and would write “A ⇒ B” instead of “A implies B.” For the most
part, textbooks do not use the symbolic notation, but teachers often do, and
eventually you might find it useful, too. Therefore, notational symbols are
included in this book but are not used in the proofs. A complete list of
symbols is presented in the glossary at the end of this book.

When working with the implication “A implies B,” it is important to realize
that there are three separate statements: the statement A which is called
the hypothesis, the statement B which is called the conclusion, and the
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Table 1.1 The Truth of “A Implies B.”

A B A implies B

True True True
True False False
False True True
False False True

statement “A implies B.” To prove that “A implies B” is true, you must
exactly what it means for such a statement to be true. In particular, the
conditions under which “A implies B” are true depend on whether A and B
themselves are true. Thus, there are four possible cases to consider:

1. A is true and B is true. 2. A is true and B is false.
3. A is false and B is true. 4. A is false and B is false.

Suppose, for example, that your friend made the statement,

If you study hard
︸ ︷︷ ︸

A

, then you will get a good grade
︸ ︷︷ ︸

B

.”

To determine when this statement “A implies B” is false, ask yourself in which
of the four foregoing cases you would be willing to call your friend a liar. In
the first case—that is, when you study hard (A is true) and you get a good
grade (B is true)—your friend has told the truth. In the second case, you
studied hard, and yet you did not get a good grade, as your friend said you
would. Here your friend has not told the truth. In cases 3 and 4, you did
not study hard. You would not want to call your friend a liar in these cases
because your friend said that something would happen only when you did
study hard. Thus, the statement “A implies B” is true in each of the four
cases except the second one, as summarized in Table 1.1.

Table 1.1 is an example of a truth table, which is a method for determining
when a complex statement (in this case, “A implies B”) is true by examining
all possible truth values of the individual statements (in this case, A and B).
Other examples of truth tables appear in Chapter 3.

According to Table 1.1, when trying to show that “A implies B” is true,
you might attempt to determine the truth of A and B individually and then
use the appropriate row of the table to determine the truth of “A implies B.”
For example, to determine the truth of the statement,

if 1 < 2, then 4 < 3,

you can easily see that the hypothesis A (that is, 1 < 2) is true and the
conclusion B (that is, 4 < 3) is false. Thus, using the second row of Table 1.1
(corresponding to A being true and B being false) you can conclude that in
this case the statement “A implies B” is false. Similarly, the statement,
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if 2 < 1, then 3 < 4,

is true according to the third row of the table because A (that is, 2 < 1) is
false and B (that is, 3 < 4) is true.

Now suppose you want to prove that the following statement is true:

if x > 2, then x2 > 4.

The difficulty with using Table 1.1 for this example is that you cannot de-
termine whether A (that is, x > 2) and B (that is, x2 > 4) are true or false
because the truth of the statements A and B depend on the variable x, whose
value is not known. Nonetheless, you can still use Table 1.1 by reasoning as
follows:

Although I do not know the truth of A, I do know that the state-
ment A must be either true or false. Let me assume, for the mo-
ment, that A is false (subsequently, I will consider what happens
when A is true). When A is false, either the third or the fourth
row of Table 1.1 is applicable and, in either case, the statement
“A implies B” is true—thus I would be done. Therefore, I need
only consider the case in which A is true.

When A is true, either the first or the second row of Table 1.1 is
applicable. However, because I want to prove that “A implies B”
is true, I need to be sure that the first row of the truth table is
applicable, and this I can do by establishing that B is true.

From the foregoing reasoning, when trying to prove that “A implies B” is
true, you can assume that A is true; your job is to conclude that B is true.

Note that a proof of the statement “A implies B” is not an attempt to
verify whether A and B themselves are true but rather to show that B is a
logical result of having assumed that A is true. Your ability to show that B
is true depends on the fact that you have assumed A to be true; ultimately,
you have to discover the relationship between A and B. Doing so requires a
certain amount of creativity. The techniques presented here are designed to
get you started and guide you along the path.

The first step in doing a proof is to identify the hypothesis A and the
conclusion B. This is easy to do when the implication is written in the form “If
A, then B” because everything after the word “if” and before the word “then”
is A and everything after the word “then” is B. Unfortunately, implications
are not always written in this specific form. In such cases, everything that you
are assuming to be true is the hypothesis A; everything that you are trying
to prove is true is the conclusion B. You might have to interpret the meaning
of symbols from the context in which they are used and even introduce your
own notation sometimes. Consider the following examples.
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Example 1: The sum of the first n positive integers is n(n + 1)/2.

Hypothesis: n is a positive integer. (Note that this is implied for the
statement to make sense.)

Conclusion: The sum of the first n positive integers is n(n + 1)/2.

Example 2: The quadratic equation ax2 + bx + c = 0 has two real roots
provided that b2 − 4ac > 0, where a 6= 0, b, and c are given real numbers.

Hypothesis: a, b, and c are real numbers with a 6= 0 and b2 − 4ac > 0.
Conclusion: The quadratic equation ax2+bx+c = 0 has two real roots.

Example 3: Two lines tangent to the endpoints of the diameter of a circle
are parallel.

Hypothesis: L1 and L2 are two lines that are tangent to the endpoints
of the diameter of a circle.

Conclusion: L1 and L2 are parallel.

Example 4: There is a real number x such that x = 2−x.

Hypothesis: None, other than your previous knowledge of mathematics.
Conclusion: There is a real number x such that x = 2−x.

Before starting a proof, always be clear what you are assuming—that is, the
hypothesis A—and what you are trying to show—that is, the conclusion B.

Summary

A proof is a convincing argument, expressed as a sequence of proof techniques,
that a statement is true. Of particular interest is an implication in which A
and B are given statements that are either true or false. The problem is to
prove that “A implies B” is true. According to Table 1.1, after identifying
the hypothesis A and conclusion B, you should assume that A is true and use
this assumption to reach the conclusion that B is true.

Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

W 1.1 Which of the following are mathematical statements?

a. ax2 + bx + c = 0. b. (−b +
√

b2 − 4ac)/(2a).

c. Triangle XYZ is similar to triangle RST . d. 3 + n + n2.

e. For every angle t, sin2(t) + cos2(t) = 1.
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1.2 Which of the following are mathematical statements?

a. There is an even integer n that, when divided by 2, is odd.

b. {integers n such that n is even}.

c. If x is a positive real number, then log10(x) > 0.

d. sin(π/2) < sin(π/4).

W 1.3 For each of the following problems, identify the hypothesis (what you
can assume is true) and the conclusion (what you are trying to show is true).

a. If the right triangle XYZ with sides of lengths x and y and hypotenuse
of length z has an area of z2/4, then the triangle XYZ is isosceles.

b. n2 is an even integer provided that n is an even integer.

c. Let a, b, c, d, e, and f be real numbers. You can solve the two linear
equations ax + by = e and cx + dy = f for x and y when ad− bc 6= 0.

1.4 For each of the following problems, identify the hypothesis (what you
can assume is true) and the conclusion (what you are trying to show is true).

a. r is irrational if r is a real number that satisfies r2 = 2.

b. If p and q are positive real numbers with
√

pq 6= (p + q)/2, then p 6= q.

c. Let f(x) = 2−x for any real number x. Then f(x) = x for some real
number x with 0 ≤ x ≤ 1.

W1.5 For each of the following problems, identify the hypothesis (what you
can assume is true) and the conclusion (what you are trying to show is true).

a. Suppose that A and B are sets of real numbers with A ⊆ B. For any
set C of real numbers, it follows that A ∩ C ⊆ B ∩ C.

b. For a positive integer n, define the following function:

f(n) =







n/2, if n is even

3n + 1, if n is odd

Then for any positive integer n, there is an integer k > 0 such that
fk(n) = 1, where fk(n) = fk−1(f(n)), and f1(n) = f(n).

c. When x is a real number, the minimum value of x(x− 1) ≥ −1/4.

W 1.6 “If I do not get my car fixed, I will miss my job interview,” says Jack.
Later, you come to know that Jack’s car was repaired but that he missed his
job interview. Was Jack’s statement true or false? Explain.
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1.7 “If I get my car fixed, I will not miss my job interview,” says Jack.
Later, you come to know that Jack’s car was repaired but that he missed his
job interview. Was Jack’s statement true or false? Explain.

1.8 Suppose someone says to you that the following statement is true: “If
Jack is younger than his father, then Jack will not lose the contest.” Did Jack
win the contest? Why or why not? Explain.

W 1.9 Determine the conditions on the hypothesis A and conclusion B under
which the following statements are true and false and give your reason.

a. If 2 > 7, then 1 > 3. b. If x = 3, then 1 < 2.

1.10 Determine the conditions on the hypothesis A and conclusion B under
which the following statements are true and false and give your reason.

a. If 2 < 7, then 1 < 3. b. If x = 3, then 1 > 2.

W 1.11 If you are trying to prove that “A implies B” is true and you know
that B is false, do you want to show that A is true or false? Explain.

1.12 By considering what happens when A is true and when A is false,
it was decided that to prove the statement “A implies B” is true, you can
assume that A is true and your goal is to show that B is true. Use the same
type of reasoning to derive another approach for proving that “A implies B”
is true by considering what happens when B is true and when B is false.

W 1.13 Using Table 1.1, prepare a truth table for “A implies (B implies C).”

W1.14 Using Table 1.1, prepare a truth table for “(A implies B) implies C.”

1.15 Using Table 1.1, prepare a truth table for “B ⇒ A.” Is this statement
true under the same conditions for which “A⇒ B” is true?

W 1.16 Suppose you want to show that A ⇒ B is false. According to Table
1.1, how should you do this? What should you try to show about the truth
of A and B? (Doing this is referred to as a counterexample to A⇒ B.)

W 1.17 Apply your answer to Exercise 1.16 to show that each of the following
statements is false by constructing a counterexample.

a. If x > 0, then log10(x) > 0.

b. If n is a positive integer, then n3 ≥ n! (where n! = n(n− 1) · · ·1).

∗1.18 Apply your answer to Exercise 1.16 to show that each of the following
statements is false by constructing a counterexample.

a. If n is a positive integer, then 3n ≥ n! (where n! = n(n − 1) · · ·1).

b. If x is a positive real number between 0 and 1, then the first three
decimal digits of x are not equal to the first three decimal digits of 2−x.



2
The Forward-Backward

Method

The purpose of this chapter is to describe the fundamental proof techniques
the forward-backward method. Special emphasis is given to the material
of this chapter because all other proof techniques rely on this method.

Recall from Chapter 1 that, when proving “A implies B,” you can assume
that A is true and you must use this information to reach the conclusion
that B is true. In attempting to reach the conclusion that B is true, you
will go through a backward process. When you make specific use of the
information contained in A, you will go through a forward process. Both
of these processes are described in detail now using the following example.

Proposition 1 If the right triangle XYZ with sides of lengths x and y and
hypotenuse of length z has an area of z2/4, then the triangle XYZ is isosceles
(see Figure 2.1).

Fig. 2.1 The right triangle XYZ.

9
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2.1 THE BACKWARD PROCESS

In the backward process you begin by asking, “How can I conclude that the
statement B is true?” The very manner in which you phrase this question is
critical because you must eventually provide an answer. You should pose the
question in an abstract way. To illustrate, consider the following conclusion
for Proposition 1:

B: The triangle XYZ is isosceles.

A correct abstract question for this statement B is:

“How can I show that a triangle is isosceles?”

While it is true that you want to show that the specific triangle XYZ is
isosceles, by asking the abstract question, you call on your general knowledge
of triangles, clearing away irrelevant details (such as the fact that the triangle
is called XYZ instead of ABC), thus allowing you to focus on those aspects of
the problem that really seem to matter. The question obtained from statement
B in such problems is referred to here as the key question. A properly
posed key question should contain no symbols or other notation (except for
numbers) from the specific problem under consideration. The key to many
proofs is formulating a correct key question.

Once you have posed the key question, the next step in the backward
process is to provide an answer. Returning to Proposition 1, how can you
show that a triangle is isosceles? Certainly one way is to show that two of its
sides have equal length. Referring to Figure 2.1, you should show that x = y.
Observe that answering the key question is a two-phase process:

How to Answer a Key Question

1. First, give an abstract answer that contains no symbols from the specific
problem. (For example, to show that a triangle is isosceles, show that
two of its sides have equal length.)

2. Next, apply this abstract answer to the specific problem using appro-
priate notation. [For Proposition 1, to show that two of its sides have
equal length means to show that x = y (not that x = z or y = z)].

The process of asking the key question, providing an abstract answer, and
then applying that answer to the specific problem constitutes one step of the
backward process.

The backward process has given you a new statement, B1, with the prop-
erty that, if you could show that B1 is true, then B would be true. For the
current example, the new statement is

B1: x = y.

If you can show that x = y, then the triangle XYZ is isosceles.
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Once you have the statement B1, all of your efforts must now be directed
toward reaching the conclusion that B1 is true, for then it will follow that B
is true. How can you show that B1 is true? Eventually you will have to make
use of the assumption that A is true. When solving this problem, you would
most likely do so now, but for the moment let us continue working backward
from the new statement B1. This will illustrate some of the difficulties that
can arise in the backward process. Can you pose a key question for B1?

Because x and y are the lengths of two sides of a triangle, a reasonable
key question is, “How can I show that the lengths of two sides of a triangle
are equal?” A second perfectly reasonable key question is, “How can I show
that two real numbers are equal?” After all, x and y are also real numbers.
One of the difficulties that can arise in the backward process is the possibility
of more than one key question. Choosing the correct one is more of an art
than a science. In fortunate circumstances, there will be only one obvious key
question; in other cases, you may have to proceed by trial and error. This
is where your intuition, insight, creativity, experience, diagrams, and graphs
can play an important role. One general guideline is to let the information in
A (which you are assuming to be true) help you to choose the key question,
as is done in this case.

Regardless of which question you finally settle on, the next step is to provide
an answer, first in the abstract and then for the specific problem. Can you
do this for the two foregoing key questions posed for B1? For the first one,
you might show that two sides of a triangle have equal length by showing
that the angles opposite them are equal. For the triangle XYZ in Figure 2.1,
this would mean you have to show that angle X equals angle Y. A cursory
examination of the contents of statement A does not seem to provide much
information concerning those angles of triangle XYZ. For this reason, the
other key question is chosen, namely,

Key Question: “How can I show that two real numbers
(namely, x and y) are equal?”

One answer to this question is to show that the difference of the two numbers
is 0. Applying this answer to the specific statement B1 means you would have
to show that x− y = 0. Unfortunately, there is another perfectly acceptable
answer: show that the first number is less than or equal to the second number
and also that the second number is less than or equal to the first number.
Applying this answer to the specific statement B1, you would have to show
that x ≤ y and y ≤ x. Thus, a second difficulty can arise in the backward
process: even if you choose the correct key question, there may be more than
one answer. Moreover, you might choose an answer that will not permit
you to complete the proof. For instance, associated with the key question,
“How can I show that a triangle is isosceles?” is the answer, “Show that the
triangle is equilateral.” Of course it is impossible to show that triangle XYZ
in Proposition 1 is equilateral because one of its angles is 90 degrees.
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Returning to the key question associated with B1, “How can I show that
two real numbers (namely, x and y) are equal?” suppose, for the sake of
argument, that you choose the answer of showing that their difference is 0.
Once again, the backward process has given you a new statement, B2, with
the property that, if you could show that B2 is true, then in fact B1 would
be true, and hence so would B. Specifically, the new statement is:

B2: x− y = 0.

Now all of your efforts must be directed toward reaching the conclusion that
B2 is true. You must ultimately make use of the information in A but, for
the moment, let us continue the backward process applied to B2.

One key question associated with B2 is,

Key Question: “How can I show that the difference of two
real numbers is 0?”

After some reflection, it may seem that there is no reasonable answer to this
question. Yet another problem can arise in the backward process: the key
question might have no apparent answer. Do not despair—all is not lost.
Remember that, when proving “A implies B,” you are allowed to assume that
A is true. It is now time to make use of this fact.

2.2 THE FORWARD PROCESS

The forward process involves deriving from the statement A, which you assume
is true, some other statement, A1, that you know is true as a result of A
being true. It should be emphasized that the statements derived from A are
not haphazard. Rather, they are directed toward linking up with the last
statement obtained in the backward process. Let us return to Proposition 1,
keeping in mind that the last statement in the backward process is,

B2: x− y = 0.

For Proposition 1, you can assume that the following hypothesis is true:

A: The right triangle XYZ with sides of length x and y and
hypotenuse of length z has an area of z2/4.

One fact that you know (or should know) as a result of A being true is that
xy/2 = z2/4, because the area of a triangle is one-half the base times the
height—in this case, xy/2. So you have obtained the new statement,

A1: xy/2 = z2/4.

Another useful statement follows from A by the Pythagorean theorem because
XYZ is a right triangle, so you also have:
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Table 2.1 Proof of Proposition 1.

Statement Reason

A: Area of XYZ is z2/4 Given
A1: xy/2 = z2/4 Area = (base)(height)/2
A2: x2 + y2 = z2 Pythagorean theorem
A3: xy/2 = (x2 + y2)/4 Substitute A2 into A1
A4: x2 − 2xy + y2 = 0 From A3 by algebra
A5: (x− y)2 = 0 Factor A4
B2: x− y = 0 From A5 by algebra
B1: x = y Add y to both sides of B2
B: XYZ is isosceles Because B1 is true

A2: x2 + y2 = z2.

With the forward process, you can also combine and use the new statements
to produce more true statements. For instance, it is possible to combine A1
and A2 by replacing z2 in A1 with x2 +y2 from A2, obtaining the statement,

A3: xy/2 = (x2 + y2)/4.

One of the problems with the forward process is that it is also possible to
generate useless statements, for instance, “angle X is less than 90 degrees.”
While there are no specific guidelines for producing new statements, keep in
mind that the forward process is directed toward obtaining the statement
B2: x − y = 0, which was the last one derived in the backward process.
The fact that B2 does not contain the quantity z2 is the reason that z2 was
eliminated from A1 and A2 to produce A3.

Continuing with the forward process, you should attempt to make A3 look
more like B2 by rewriting. For instance, you can multiply both sides of A3
by 4 and subtract 2xy from both sides to obtain,

A4: x2 − 2xy + y2 = 0.

Factoring A4 yields

A5: (x− y)2 = 0.

One of the most common steps in the forward process is to rewrite statements
in different forms, as is done in obtaining A4 and A5. For Proposition 1, the
final step in the forward process (and in the entire proof) is to realize from
A5 that, if the square of a number (namely, x−y) is 0, then the number itself
is 0, thus obtaining precisely the statement B2 : x− y = 0. The proof is now
complete because you have successfully used the assumption that A is true to
reach the conclusion that B2, and hence B, is true. The steps and reasons
are summarized in Table 2.1.
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It is interesting to note that the forward process ultimately produced the
elusive answer to the key question associated with B2, “How can I show that
the difference of two real numbers is 0?” In this case, the answer is to show
that the square of the difference is 0 (see A5 in Table 2.1).

2.3 READING PROOFS

In general it is not practical to write the entire thought process that goes into
a proof, for this requires too much time, effort, and space. Rather, a highly
condensed version is usually presented and often makes little or no reference
to the backward process. For Proposition 1, the condensed proof might go
something like this.

Proof of Proposition 1. From the hypothesis and the formula for the area
of a right triangle, the area of XY Z = xy/2 = z2/4. By the Pythagorean
theorem, x2 + y2 = z2 and, on substituting x2 + y2 for z2 and performing
some algebraic manipulations, one obtains (x− y)2 = 0. Hence x = y, and so
the triangle XYZ is isosceles.

In the foregoing proof, the sentence, “From the hypothesis . . .” indicates that
the author is working forward. Also, the or some equivalent symbol is
usually used to indicate the end of the proof. Sometimes the letters Q.E.D.
are used as they stand for the Latin words quod erat demonstrandum, meaning
“which was to be demonstrated.”

Sometimes the condensed proof is partly backward and partly forward. For
example:

Proof of Proposition 1. The statement is proved by establishing that
x = y, which in turn is done by showing that (x−y)2 = x2−2xy+y2 = 0. But
the area of the triangle is xy/2 = z2/4 so that 2xy = z2. By the Pythagorean
theorem, z2 = x2 + y2 and hence x2 + y2 = 2xy, or, x2 − 2xy + y2 = 0.

The proof can also be written entirely from the backward process. Although
slightly unnatural, this version is worth seeing.

Proof of Proposition 1. To reach the conclusion, it is shown that x = y
by verifying that (x−y)2 = x2−2xy+y2 = 0, or equivalently, that x2 +y2 =
2xy. This is established by showing that 2xy = z2, for the Pythagorean
theorem states that x2 + y2 = z2. To see that 2xy = z2, or equivalently, that
xy/2 = z2/4, note that xy/2 is the area of the triangle and is equal to z2/4
by hypothesis, thus completing the proof.

Proofs found in research articles are very condensed, giving little more than
a hint of how to do the proof. For example:
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Proof of Proposition 1. The hypothesis together with the Pythagorean
theorem yield x2 + y2 = 2xy and hence (x − y)2 = 0. Thus the triangle is
isosceles, as required.

Note that the word “hence” effectively conceals the reason that (x− y)2 = 0.
Is that reason algebraic manipulation (as we know it is) or something else?

Reasons Why Reading a Condensed Proof Is Challenging

From these examples, you can see that there are several reasons why reading
a condensed proof is challenging:

1. The steps of the proof are not always presented in the same order in
which they were performed when the proof was done (see, for example,
the first condensed proof of Proposition 1 given above).

2. The names of the techniques are often omitted (for instance, in the
foregoing condensed proofs, no mention is made of the forward and
backward processes or the key question).

3. Several steps of the proof are often combined into a single statement
with little or no explanation (as is done in the last condensed proof of
Proposition 1 given above).

Steps for Reading a Condensed Proof

You should strive toward the ability to read and to dissect a condensed proof.
To do so, you have to discover the thought processes that went into the proof,
which you can do as follows.

1. Determine which techniques are used (because the forward-backward
method is not the only one available).

2. Verify all of the steps involved by filling in missing details.

The more condensed the proof, the harder this process is. When an author
writes, “It is easy to see that . . .,” or “Clearly, . . ., ” you can assume it will
take you quite some time to fill in the missing details. In this book, reading
proofs is made easier because preceding each condensed proof is an analysis
of proof that describes the techniques, methodology, and reasoning involved
in doing the proof. Additional suggestions and practice on reading condensed
proofs are given throughout the book and in various exercises.
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Fig. 2.2 Finding a needle in a haystack.

Summary

To use the forward-backward method for proving that “A implies B,” begin
with the statement B that you are trying to conclude is true. Through the
backward process of asking and answering the key question, derive a new
statement, B1, with the property that, if B1 is true, then so is B. All efforts
are now directed toward establishing that B1 is true. To that end, apply the
backward process to B1, obtaining a new statement, B2, with the property
that, if B2 is true, then so is B1 (and hence B). The backward process
is motivated by the fact that A is assumed to be true. Continue working
backward until either you obtain the statement A (in which case the proof is
finished) or you can no longer pose and/or answer the key question fruitfully.
In the latter case, it is time to start the forward process, in which you derive a
sequence of statements from A that are necessarily true as a result of assuming
that A is true. Remember that the goal of the forward process is to obtain
precisely the last statement you have in the backward process, at which time
the proof is complete.

These two processes are easily remembered by thinking of the statement B
as a needle in a haystack. When you work forward from the assumption that
A is true, you start somewhere on the outside of the haystack and try to find
the needle. In the backward process, you start at the needle and try to work
your way out of the haystack toward the statement A (see Figure 2.2).

Another way of remembering the forward-backward method is to think
of a maze in which A is the starting point and B is the ending point (see
Figure 2.3). You may have to alternate several times between the forward
and backward processes because there are likely to be several false starts and
blind alleys.

As a general rule, the forward-backward method is probably the first tech-
nique to try on a problem unless you have reason to use a different approach
based on certain keywords that can arise in A and B, as you will learn. In
any case, you will gain much insight into the relationship between A and B.

To read a condensed proof, you have to discover the thought processes that
went into the proof. To do so, determine which techniques are used and verify
all of the steps involved by filling in missing details.
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Fig. 2.3 The maze.

Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

Note: All proofs should contain an analysis of proof and a condensed version.
Definitions for all mathematical terms are provided in the glossary at the end
of the book.

W2.1 Explain the difference between the forward and backward processes.
Describe how each one works and what can go wrong. How are the two
processes related to each other?

2.2 When asking the key question, should you look at the last statement in
the forward or backward process? When answering the key question, should
you be guided by the last statement in the forward or backward process?

W 2.3 Suppose you are trying to prove that, “If L1 and L2 are two lines that are
tangent to the endpoints of a diameter of circle, then L1 and L2 are parallel.”
What, if anything, is wrong with each of the following key questions?

a. How can I show that L1 and L2 are two tangent lines to the endpoints
of the diameter of a circle?

b. How can I show that two lines are tangent to the endpoints of the
diameter of a circle?

c. How can I show that L1 and L2 are parallel?

d. How can I show that two lines are parallel?
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W2.4 Consider the problem of proving that, “If x is a real number, then the
maximum value of −x2 + 2x + 1 is greater than or equal to 2.” What, if
anything, is wrong with each of the following key questions?

a. How can I show that the maximum value of a parabola is greater than
or equal to a number?

b. How can I show that a number is less than or equal to the maximum
value of a polynomial?

c. How can I show that the maximum value of the function f defined by
f(x) = −x2 + 2x + 1 is greater than or equal to a number?

d. How can I show that a number is less than or equal to the maximum of
a quadratic function?

2.5 Suppose you are trying to prove that, “If a, b, and c are integers for
which a divides b and b divides c, then a divides c.” What, if anything, is
wrong with each of the following key questions?

a. How can I show that a divides b and b divides c?

b. How can I show that a divides c?

c. How can I show that an integer divides another integer?

2.6 Suppose you are trying to prove that, “If y = m1x+b1 and y = m2x+b2

are two parallel lines in a plane, then m1 = m2.” What, if anything, is wrong
with each of the following key questions?

a. How can I show that m1 = m2?

b. How can I show that two lines are parallel?

c. How can I show that two real numbers are equal?

2.7 Suppose you are trying to prove that, “If a0, . . . , an are n given real
numbers, then the function f(x) = (a0 +a1x

1 + · · ·+anxn)2 is a polynomial.”
What, if anything, is wrong with each of the following key questions?

a. How can I show that a function is a polynomial?

b. How can I show that the square of a function is a polynomial?

c. How can I show the square of a polynomial is a polynomial?
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2.8 Consider the problem of proving that, “If

R = {real numbers x : x2 − x ≤ 0},
S = {real numbers x : −(x − 1)(x− 3) ≤ 0}, and
T = {real numbers x : x ≥ 1},

then R intersect S is a subset of T .” What, if anything, is wrong with each
of the following key questions?

a. How can I show that a set is a subset of another set?

b. How can I show that R intersect S is a subset of T?

c. How can I show that every point in R intersect S is greater than or
equal to 1?

d. How can I show that the intersection of two sets has a point in common
with another set?

W 2.9 For the key question, “How can I show that a positive integer is prime
(that is, can only be divided evenly by 1 and itself)?” what is wrong with the
following answer: “Show that the integer is odd.”

2.10 For the key question, “How can I show that two lines in a plane are
parallel?” which of the following answers is incorrect? Explain.

a. Show that the slopes of the two lines are the same.

b. Show that each of the two lines is parallel to a third line.

c. Show that each of the two lines is perpendicular to a third line in the
plane.

d. Show that the lines are on opposite sides of a quadrilateral.

2.11 For the key question, “How can I show that two nonzero integers are
equal?” which of the following answers is incorrect? Explain.

a. Show that the ratio of the two integers is 1.

b. Show that the first integer is ≤ the second integer and that the second
integer is ≤ the first integer.

c. Show that the squares of the two integers are equal.

d. Show that the absolute value of their difference is less than 1.

2.12 How does your answer to the previous exercise change if the key ques-
tion is, “How can I show that two real numbers are equal?” (Assume that the
word “integer” is changed to “real” in each answer in the previous exercise.)
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W 2.13 List at least two key questions for each of the following problems. Be
sure your questions contain no symbols or notation from the specific problem.

a. If L1 and L2 are tangent lines to a circle C at the two endpoints e1 and
e2 of a diameter d, respectively, then L1 and L2 are parallel.

b. If f and g are polynomials, then the function f + g is a polynomial.

2.14 List at least two key questions for each of the following problems. Be
sure your questions contain no symbols or notation from the specific problem.

a. If n is an even integer, then n2 is an even integer.

b. If n is a given integer satisfying −3n2 +2n+8 = 0, then 2n2−3n = −2.

2.15 List at least two key questions for each of the following problems. Be
sure your questions contain no symbols or notation from the specific problem.

a. If a and b are real numbers, then a2 + b2 ≤ (a + b)2.

b. If y = m1x + b1 and y = m2x + b2 are the equations of two lines for
which m1(m2) = −1, then the two lines are perpendicular.

2.16 List at least two key questions for each of the following problems. Be
sure your questions contain no symbols or notation from the specific problem.

a. If RST is an isosceles triangle with sides RS, ST , and TR, and SU is a
perpendicular bisector of RT , then RS = ST .

b. If R and T are the sets in Exercise 2.8, then R intersect T 6= ∅.

W 2.17 List at least three answers to each of the following key questions.

a. How can I show that two real numbers are equal?

b. How can I show that two sets are equal?

W2.18 List at least three answers to each of the following key questions.

a. How can I show that two lines in a plane are parallel?

b. How can I show that two triangles are congruent?

2.19 List at least two answers to each of the following key questions.

a. How can I show that two lines in a plane are perpendicular?

b. How can I show that a triangle is equilateral?
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2.20 List at least two answers to each of the following key questions.

a. How can I show that a positive integer > 1 is not prime?

b. How can I show that a set is a subset of another set?

2.21 List at least three answers to each of the following key questions.

a. How can I show that a positive integer is less than another positive
integer?

b. How can I show that an integer is even?

W 2.22 For the following implication, (1) pose a key question, (2) answer the
question abstractly, and (3) apply your answer to the specific problem: “If a,
b, and c are real numbers for which a > 0, b < 0, and b2 − 4ac = 0, then the
solution to the equation ax2 + bx + c = 0 is positive.”

W2.23 For the following implication, (1) pose a key question, (2) answer the
question abstractly, and (3) apply your answer to the specific problem: “If
SU is a perpendicular bisector of RT , and RS = 2RU , then triangle RST is
equilateral (see the figure below).”

2.24 For the following implication, (1) pose a key question, (2) answer the
question abstractly, and (3) apply your answer to the specific problem: “If
a, b, c, d, e, and f are real numbers with b 6= 0 and d 6= 0 and a/b = c/d, then
the two lines ax + by = e and cx + dy = f are parallel.”

2.25 For the following implication, (1) pose a key question, (2) answer the
question abstractly, and (3) apply your answer to the specific problem: “If d
is an integer > 2, then the equation x2 + 3x + d = 0 has no real solution.”

W 2.26 Suppose you are trying to prove that, “If R is a subset of S and S is
a subset of T , then R is a subset of T .” What is wrong with the following
statement in the forward process: “Because R is a subset of T , it follows that
every element of R is also an element of T .”
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2.27 Suppose you are trying to prove that, “If R is a subset of S and S is
a subset of T , then R is a subset of T .” What is wrong with the following
statement in the forward process: “Because R is a subset of S, it follows that
every element of S is also an element of R.”

∗2.28 Identify the error in the following condensed proof of the statement,
“If n is a positive integer for which n2 < 2n, then (n + 1)2 < 2n+1.” Then
modify the hypothesis so that the resulting statement and proof are true.

Proof. Now (n + 1)2 = n2 + 2n + 1 and, because n2 < 2n, it
follows that n2 + 2n + 1 < 2n + 2n + 1. Finally, 2n + 1 < 2n

and so (n + 1)2 = n2 + 2n + 1 < 2n + 2n = 2n+1.

W 2.29 For each of the following hypotheses, list at least two statements that
are a result of applying the forward process one step from the hypothesis.

a. The real number x satisfies x2 − 3x + 2 < 0.

b. The sine of angle X in triangle XYZ of Figure 2.1 on page 9 is 1/
√

2.

c. The circle C consists of all values for x and y that satisfy the equation
(x− 3)2 + (y − 2)2 = 25.

2.30 For each of the following hypotheses, list at least two statements that
are a result of applying the forward process one step from the hypothesis.

a. The rectangle ABCD is a square.

b. For the integer n, n2 − 1 is odd.

c. The line y = 3x− 1 is tangent to the function x2 + x.

W 2.31 Consider the problem of proving that, “If x and y are real numbers
such that x2 + 6y2 = 25 and y2 + x = 3, then y = 2.” In working forward
from the hypothesis, which of the following is not valid? Explain.

a. y2 = 3− x. b. y2 = 25/6− (x/
√

6)2.

c. (3− y2)2 + 6y2 − 25 = 0. d. x + 5 = −6y2/(x− 5).

2.32 Consider the problem of proving that, “If n is a positive integer, a
and b are the lengths of the legs of a right triangle, and c is the length of the
hypotenuse, then cn > an + bn.” In working forward from the hypothesis,
which of the following is not valid? Explain.

a. c2 = a2 + b2. b. c > b.

c. cn−2 > bn−2. d. cn = c2cn−2.
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∗2.33 What, if anything, is wrong with the following proof that, “If a, b, and
c are real numbers for which b− c = a, then

√
b2 − 4ac = b− 2a”?

Proof. From the hypothesis that b − c = a, it follows that
4ab − 4ac = 4a2. But then b2 − 4ac = b2 − 4ab + 4a2, that
is, b2 − 4ac = (b − 2a)2. Taking the square root of both sides
yields the desired conclusion that

√
b2 − 4ac = b− 2a.

W2.34 For the problem of proving that, “If n is an integer greater than 2, a
and b are the lengths of the legs of a right triangle, and c is the length of the
hypotenuse, then cn > an + bn,” provide justification for each sentence in the
following condensed proof.

Proof. You have that cn = c2cn−2 = (a2 + b2)cn−2. Ob-
serving that cn−2 > an−2 and cn−2 > bn−2, it follows that
cn > a2(an−2) + b2(bn−2). Consequently, cn > an + bn.

W 2.35 Read the following condensed proof that, “If x and y are nonnegative
real numbers that satisfy x + y = 0, then x = 0.” What key question did the
author ask and how was that question answered?

Proof. From the hypothesis that x + y = 0, it follows that
x = −y. Also, because y ≥ 0, −y ≤ 0 and hence x = −y ≤ 0
and so x = 0.

W 2.36 Consider the problem of proving that, “If x and y are nonnegative
real numbers that satisfy x + y = 0, then x = 0 and y = 0.”

a. For the following condensed proof, write an analysis indicating the for-
ward and backward steps and the key questions and answers.

Proof. First, it will be shown that x ≤ 0, for then, because
x ≥ 0, it must be that x = 0. To see that x ≤ 0, by the
hypothesis, x + y = 0, so x = −y. Also, because y ≥ 0, it
follows that −y ≤ 0 and hence x = −y ≤ 0. Finally, because
x = 0 and x + y = 0, it follows that 0 = x + y = 0 + y = y.

b. Rewrite the proof of part (a) entirely from the backward process.

2.37 Consider the problem of proving that, “If RST is the triangle in Exer-
cise 2.23, then triangle SUR is congruent to triangle SUT .” For the following
condensed proof, write an analysis indicating the forward and backward steps,
and the key questions and answers.
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Proof. It will be shown that RU = UT , for then you also have
6 RUS = 6 TUS = 90o and SU = SU . To that end, note that
RU = UT because SU is a perpendicular bisector of RT , and
so the proof is complete.

2.38 Consider the following condensed proof that, “If A implies B” and
“B implies C,” then “A implies C.” Write an analysis indicating the forward
and backward steps, and the key questions and answers.

Proof. To conclude that “A implies C” is true, assume that
A is true. By the hypothesis, “A implies B” is true, so B must
be true. Finally, because “B implies C” is true, it must be
that C is true, thus completing the proof.

W2.39 Consider an alphabet consisting of the two letters s and t, together
with the following rules for creating new “words” from old ones. (You can
apply the rules in any order.)

(1) Double the current word (for example, sts could become stssts).

(2) Erase tt from the current word (for example, stts could become ss).

(3) Replace sss in the current word by t (for example, stsss could become
stt).

(4) Add the letter t at the right end of the current word if the last letter is
s (for example, tss could become tsst).

a. Use the forward process to derive all possible words that can be obtained
in three steps by repeatedly applying the above rules in any order to
the initial word s.

b. Apply the backward process one step to the word tst. Specifically, list
all the words for which an application of one of the above rules would
result in tst.

c. Prove that, “If s, then tst.”

W 2.40 Prove that, if the right triangle XYZ in Figure 2.1 on page 9 is
isosceles, then the area of the triangle is z2/4.

∗2.41 Prove that, if XYZ is a triangle with 6 X = 30o, 6 Y = 60o, and
6 Z = 90o and W is the midpoint of the hypotenuse, then the line connecting
W to Z divides XYZ into an equilateral triangle and an isosceles triangle.

W2.42 Prove that the statement in Exercise 2.23 is true.

∗2.43 Prove that, if the triangle RST in Exercise 2.23 is equilateral and SU is

a perpendicular bisector of RT , then the area of triangle RST =
√

3
(
RS

)2
/4.



3
On Definitions and

Mathematical
Terminology

In the previous chapter you learned the forward-backward method and saw
the importance of formulating and answering the key question. One of the
simplest yet most effective ways of answering a key question is through the
use of a definition, as explained in this chapter. You will also learn some of
the “vocabulary” of the language of mathematics.

3.1 DEFINITIONS

A definition in mathematics is an agreement, by all parties concerned, as to
the meaning of a particular term. You have already come across a definition
in Chapter 1. There, the statement “A implies B” was defined—and hence,
agreed—to be true in all cases except when A is true and B is false. Nothing
says that you must accept this definition as being correct. If you choose not
to, then we will be unable to communicate regarding this particular idea.

Definitions are not made randomly. Usually they are motivated by a math-
ematical concept that occurs repeatedly. You can view a definition as an ab-
breviation that is agreed on for a particular concept. Take, for example, the
notion of “a positive integer greater than one that is not divisible by any pos-
itive integer other than one and itself.” This type of number is abbreviated
(or defined) as a “prime.” Surely it is easier to say “prime” than “a positive
integer greater than one . . .,” especially if the concept comes up frequently.
Several other examples of definitions follow:

25
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Definition 1 An integer n divides an integer m (written n|m) if m = kn,
for some integer k.

Definition 2 An integer p > 1 is prime if the only positive integers that
divide p are 1 and p.

Definition 3 A triangle is isosceles if two of its sides have equal length.

Definition 4 Two ordered pairs of real numbers (x1, x2) and (y1, y2) are
equal if x1 = y1 and x2 = y2.

Definition 5 An integer n is even if and only if the remainder on dividing
n by 2 is 0.

Definition 6 An integer n is odd if and only if n = 2k+1 for some integer k.

Definition 7 A real number r is rational if and only if r can be expressed
as the ratio of two integers p and q in which the denominator q is not 0.

Definition 8 Two statements A and B are equivalent if and only if
“A implies B” and “B implies A.”

Definition 9 The statement A AND B (written A
∧

B) is true if and only
if A is true and B is true.

Definition 10 The statement A OR B (written A
∨

B) is true in all cases
except when A is false and B is false.

Observe that the words “if and only if” are used in some of the definitions,
but often, “if” is used instead of “if and only if.” Some terms, such as “set”
and “point,” are left undefined. One could possibly try to define a set as a
collection of objects, but to do so is impractical because the concept of an
“object” is too vague; one would then be led to ask for the definition of an
“object,” and so on, and so on. Such philosophical issues are beyond the scope
of this book.

Using Definitions in Proofs

In the proof of Proposition 1 on page 9, a definition is used to answer a key
question. Recall the first one, which is, “How can I show that a triangle is
isosceles?” Using Definition 3, to show that a triangle is isosceles, one shows
that two of its sides have equal length. Definitions are equally useful in the
forward process. For instance, if you know that an integer n is odd, then by
Definition 6 you know that n = 2k + 1, for some integer k. Using definitions
to work forward and backward is a common occurrence in proofs.

It is often the case that there seem to be two possible definitions for the
same concept. Take, for example, the notion of an even integer introduced in
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Definition 5. A second plausible definition for an even integer is “an integer
that can be expressed as 2 times some other integer.” There can be only one
definition for a particular concept, so when more possibilities exist, how do
you select the definition and what happens to the other alternatives?

Because a definition is simply something agreed on, any one of the alter-
natives can be agreed on as the definition. Once the definition is chosen, it is
advisable to establish the “equivalence” of the definition and the alternatives.
For the case of an even integer, this is accomplished by using Definition 5 and
the alternative to create the statements:

A: n is an integer whose remainder on dividing by 2 is 0.

B: n is an integer that can be expressed as 2 times some
integer.

To establish that the definition is equivalent to the alternative, you must
show that “A implies B” and “B implies A” (see Definition 8). Then you
would know that, if A is true (that is, n is an integer whose remainder on
dividing by 2 is 0), then B is true (that is, n is an integer that can be expressed
as 2 times some other integer). Moreover, if B is true then A is true, too.

The statement that A is equivalent to B is often written “A is true if and
only if B is true,” or, “A if and only if B.” In mathematical notation, one
would write “A iff B” or “A ⇔ B.” Whenever you need to show that “A if
and only if B,” you must show that “A implies B” and “B implies A.”

It is useful to establish that a definition is equivalent to an alternative. To
see why, suppose that in some proof you derive the key question, “How can I
show that an integer is even?” As a result of having obtained the equivalence
of the two concepts, you now have two possible answers. One is obtained
from the definition: show that the remainder on dividing the integer by 2 is
0; the second answer comes from the alternative: show that the integer can
be expressed as 2 times some other integer. Similarly, in the forward process,
if you know that n is an even integer, then you would have two possible
statements that are true as a result of this—the original definition and the
alternative. While the ability to answer a key question (or to work forward)
in more than one way can be a hindrance, as was the case in the proof of
Proposition 1, it can also be advantageous, as is shown now.

Proposition 2 If n is an even integer, then n2 is an even integer.

Analysis of Proof. From the forward-backward method, you are led to
the key question, “How can I show that an integer (namely, n2) is even?”
Choosing the alternative over the definition, you can answer this question by
showing that

B1: n2 can be expressed as 2 times some other integer.

The only question is, which integer? The answer is from the forward process.
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Because n is an even integer, using the alternative, n can be expressed as
2 times some integer, say k; that is,

A1: n = 2k.

Squaring both sides of A1 and rewriting by algebra yields

A2: n2 = (n)(n) = (2k)(2k) = 4k2 = 2(2k2).

Thus, it has been shown that n2 is 2 times some other integer, that other
integer being 2k2 (see A2), and this completes the proof. You could also
prove this proposition by using Definition 5, but it is harder that way.

Proof of Proposition 2. Because n is an even integer, there is an integer k
for which n = 2k. Consequently, n2 = (2k)2 = 2(2k2), and so n2 is an even
integer.

A definition is one common method for working forward and for answering
key questions. The more statements you can show are equivalent to the defi-
nition, the more ammunition you have available for the forward and backward
processes; however, a large number of equivalent statements can also make it
challenging to know exactly which one to use.

Notational Issues

Notational difficulties sometimes arise when using definitions in the forward
and backward processes. This occurs when the definition uses one set of
symbols and notation while the specific problem under consideration uses a
second set of symbols and notation. When these two sets of symbols are
completely distinct from each other, generally no confusion arises; however,
care is needed when these two sets involve overlapping notation—that is,
when the same symbol is used in both sets.

To illustrate, recall the foregoing Definition 1:

Definition 1. An integer n divides an integer m (written n|m)
if m = kn, for some integer k.

Suppose the conclusion of the problem you are working with is:

B: The integer p divides the integer q.

A key question associated with B is, “How can I show that one integer (namely,
p) divides another integer (namely, q)?” Because the symbols p and q in B
are distinct from those in the definition, you should have no trouble using the
definition to obtain the following answer to the key question:

B1: q = kp, for some integer k.

Observe that B1 is obtained by matching up the notation in Definition
1 with that in B. That is, the symbol p in B is “matched” to the symbol
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n in the definition; the symbol q in B is “matched” to the symbol m in the
definition. B1 is then obtained by replacing n everywhere in the definition
with p and m everywhere with q.

This process of matching up the notation when using a definition is similar
to a process you have seen when working with functions. To illustrate, suppose
f is a function of one variable defined by f(x) = x(x + 1). To write f(a + b),
you “match” x to a + b; that is, you replace x everywhere by a + b to obtain
f(a + b) = (a + b)(a + b + 1).

To see how notational difficulties arise when using definitions, suppose the
last statement in the backward process of the problem you are currently work-
ing with is:

B2: The integer k divides the integer n.

Once again, a key question associated with B2 is, “How can I show that
one integer (namely, k) divides another integer (namely, n)?” A difficulty in
applying Definition 1 to answer this question arises because of overlapping
notation—the symbols k and n appear in both B2 and in the foregoing Defi-
nition 1, but the symbols are used differently in each case. Observe how this
overlapping notation makes it challenging to match up the notation in B2
with that in the definition.

When overlapping notation occurs, you can avoid notational errors by first
rewriting the definition using a new set of symbols that do not overlap with
the specific problem under consideration. Then when you apply the definition
to the specific problem, the matching up of notation will be clear. For the
foregoing example, you could rewrite the definition using the symbols a, b,
and c as follows so that the definition contains no overlapping notation with
B2:

Definition 1. An integer a divides an integer b (written a|b) if
b = ca, for some integer c.

Now when you apply the foregoing definition with the new symbols to
answer the key question associated with B2, “How can I show that one integer
(namely, k) divides another integer (namely, n)?” you should have no trouble
matching up the notation correctly (match k to a and n to b) to obtain the
following answer:

B3: n = ck, for some integer c.

With practice, you will find that there really is no need to rewrite a defi-
nition. This is because you will be able to match up notation correctly even
when there is overlapping notation. Until you reach that point, however, it is
advisable to rewrite the definition. It is critical to learn how to apply a defi-
nition correctly in the forward and backward processes because, if you make
a mistake, the rest of the proof is incorrect.
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3.2 USING PREVIOUS KNOWLEDGE

Just as you can use a definition in the forward and backward processes, so you
can use previous knowledge in the form of a previously proven implication,
as is shown now.

Using Previous Knowledge in the Backward Process

To illustrate how to use previous knowledge in the backward process, suppose
you want to prove the following proposition.

Proposition 3 If the right triangle RST with sides of lengths r and s and
hypotenuse of length t satisfies t =

√
2rs, then the triangle RST is isosceles

(see Figure 3.1).

Analysis of Proof. The forward-backward method gives rise to the key
question, “How can I show that a triangle (namely, RST ) is isosceles?” One
answer is to use Definition 3, but a second answer is provided by the conclusion
of Proposition 1, which states that the triangle XYZ is isosceles (see page 9).
Perhaps the current triangle RST is also isosceles for the same reason as
triangle XYZ. To find out, it is necessary to see if RST also satisfies the
hypothesis of Proposition 1, as did triangle XYZ, for then RST will also
satisfy the conclusion, and hence be isosceles.

In verifying the hypothesis of Proposition 1 for the triangle RST , it is first
necessary to match up the current notation with that of Proposition 1 (just
as is done when applying a definition). In this case, the corresponding lengths
are x = r, y = s, and z = t. Thus, to check the hypothesis of Proposition 1
for the current problem, you must show that

B1: The area of triangle RST equals t2/4,

or equivalently, because the area of triangle RST is rs/2, you must show that

B2: rs/2 = t2/4.

Fig. 3.1 The right triangle RST .
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The fact that rs/2 = t2/4 is established by working forward from the current
hypothesis that

A: t =
√

2rs.

To be specific, on squaring both sides of the equality in A and dividing by 4,
you obtain the desired conclusion that

A1: rs/2 = t2/4.

Do not forget to observe that the hypothesis of Proposition 1 also requires
that the triangle RST be a right triangle, which of course it is, as stated in
the current hypothesis.

Notice how much more challenging it would be to match up the notation if
the current triangle had been labeled WXY with sides of length w and x and
hypotenuse of length y. This overlapping notation can (and will) arise and,
when it does, you should use the same technique as in the case of definitions;
that is, you should rewrite the previous proposition with a set of symbols that
do not overlap with the current problem. In the condensed proof that follows,
note the complete lack of reference to the matching of notation.

Proof of Proposition 3. By the hypothesis, t =
√

2rs, so t2 = 2rs, or
equivalently, t2/4 = rs/2. Thus the area of the right triangle RST = t2/4.
As such, the hypothesis, and hence the conclusion, of Proposition 1 are true.
Consequently, the triangle RST is isosceles.

From the foregoing example you can see that, to use previous knowledge
in the backward process to prove that “A implies B” is true, you should look
for a previously proved proposition of the form “C implies B” (that is, a
proposition with the same conclusion as the current proposition, except for
the notation) and then:

1. Match up the notation of the current proposition with that of the pre-
vious proposition.

2. Verify that the hypotheses of the previous proposition are satisfied for
the current proposition; that is, prove that “A implies C” is true.

Using Previous Knowledge in the Forward Process

In Proposition 3, previous knowledge was used in the backward process to
answer a key question. You can also use previous knowledge to work forward.
To understand how, suppose you have already proved that “A implies C”
is true and that you now want to prove “A implies B” is true. Working
forward from the hypothesis that A is assumed true, you can use the previous
knowledge that “A implies C” is true to claim, as a new statement in the
forward process, that C is true (see Table 1.1 on page 4). In doing the proof,
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you would write,

Because A is assumed to be true and it has already been
proved that “A implies C” is true, it follows that

A1: C is true.

Of course to complete the proof that “A implies B” is true, you must still
work forward from C to show that B is true. Indeed, the time to use the
previous knowledge that “A implies C” is true is when it is possible to work
forward from C to get to B. More specifically, when trying to prove that
“A implies B” is true, look for a previously proved proposition of the form
“A implies C” (that is, a proposition with the same hypothesis as the current
proposition), for which it is possible to work forward from C to get to B.

This technique of working forward using previous knowledge arose in the
proof of Proposition 1 in Chapter 2. Specifically, recall from the hypothesis of
Proposition 1 on page 9 that XY Z is a right triangle, for which it is possible
to use the following previous knowledge:

Pythagorean Theorem: If ABC is a right triangle with sides of lengths a
and b and hypotenuse of length c, then a2 + b2 = c2.

After matching up notation (a = x, b = y, and c = z), this previous knowledge
is used in the forward process of the proof of Proposition 1 to state that

A2: x2 + y2 = z2.

The foregoing statement A2 was helpful in reaching the desired conclusion
that triangle XY Z is isosceles and completing the proof of Proposition 1.

In general, to use previous knowledge in the forward process to prove that
“A implies B” is true, look for a previously proved proposition of the form
“A implies C” (that is, a proposition with the same hypothesis as the current
proposition, except for the notation) and then:

1. Match up the notation of the current proposition with that of the pre-
vious proposition.

2. Write, as a new statement in the forward process, the conclusion of the
previous proposition using the notation of the current proposition (that
is, write a forward statement that C is true).

3. Complete the proof that “A implies B” by working forward from C and
backward from B.

3.3 MATHEMATICAL TERMINOLOGY

In dealing with proofs, there are four terms you will often come across: propo-
sition, theorem, lemma, and corollary. A proposition is a true statement of
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Table 3.1 Statements Related to “A Implies B.”

Alternate Name of
Statement Written Form Statement

“B implies A” B ⇒ A converse
“NOT A implies NOT B” (¬A)⇒ (¬B) inverse
“NOT B implies NOT A” (¬B)⇒ (¬A) contrapositive

interest that you are trying to prove. Some propositions are subjectively con-
sidered to be extremely important, and these are referred to as theorems.
When the proof of a theorem is long, the proof is often easier to communicate
in “pieces.” For example, when proving the statement “A implies B,” it may
first be convenient to show that “A implies C,” then that “C implies D,” and
finally that “D implies B.” Each of these supporting propositions would be
presented separately and referred to as a lemma. In other words, a lemma
is a preliminary proposition that is used in the proof of a theorem. Once a
theorem is proved, it is often the case that certain propositions follow almost
immediately as a result of knowing that the theorem is true. These are called
corollaries.

Just as there are certain mathematical concepts that are accepted without a
formal definition, so certain statements are accepted without a formal proof.
These unproved statements are called axioms. One example of an axiom
is, “the shortest distance between two points is a straight line.” A further
discussion of axioms is presented in Chapter 18.

Associated with a statement A is the statement NOT A (sometimes written
¬A or ∼A). The statement NOT A is true when A is false, and vice versa.
More is said about the NOT of a statement in Chapter 8.

Given two statements A and B, you have already learned the meaning of
the statement “A implies B.” There are other ways of saying the statement
“A implies B,” for example:

1. Whenever A is true, B must also be true.

2. B follows from A.

3. B is a necessary consequence of A (meaning that if A is true, B is
necessarily true also.)

4. A is sufficient for B (meaning that, if you want B to be true, it is enough
to know that A is true.)

5. A only if B.

Three other statements closely related to “A implies B” are the contrapos-
itive statement, the converse statement, and the inverse statement,
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Table 3.2 The Truth Table for “NOT B Implies NOT A.”

A B NOT B NOT A A⇒ B NOT B ⇒ NOT A

True True False False True True
True False True False False False
False True False True True True
False False True True True True

as given in Table 3.1. You can use Table 1.1 to determine when each of these
three statements is true. For instance, the contrapositive statement, “NOT B
implies NOT A,” is true in all cases except when the statement to the left
of the word “implies” (namely, NOT B) is true and the statement to the
right of the word “implies” (namely, NOT A) is false. In other words, the
contrapositive statement is true in all cases except when B is false and A is
true, which is precisely the same as when the statement “A implies B” is true
(see Table 3.2). That is, the statement “A implies B” is logically equivalent
to the contrapositive statement “NOT B implies NOT A.”

Note from Table 3.2 that the statement “NOT B implies NOT A” is true
under the same conditions as “A implies B,” that is, in all cases except when
A is true and B is false. This observation gives rise to a new proof technique
known as the contrapositive method that is described in Chapter 10. In the
exercises, you are asked to derive truth tables similar to Table 3.2 for the
converse and inverse statements.

Summary

You have now learned how definitions and previous knowledge are used in the
forward-backward method. A definition is used in the backward process to
answer a key question and in the forward process to derive new statements.
To use a definition, you must correctly match the notation of the current
proposition to that of the definition. If there is overlapping notation between
the two, then you should rewrite the definition using a set of symbols that do
not overlap with those of the current proposition.

To use previous knowledge during the backward process to prove that
“A implies B” is true, look for a previously proved proposition of the form
“C implies B” (that is, a proposition with the same conclusion as the current
proposition, except for the notation) and then:

1. Match up the notation of the current proposition with that of the pre-
vious proposition.

2. Verify that the hypotheses of the previous proposition are satisfied for
the current proposition; that is, prove that “A implies C” is true.
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In contrast, to use previous knowledge in the forward process to prove that
“A implies B” is true, look for a previously proved proposition of the form
“A implies C” (that is, a proposition with the same hypothesis as the current
proposition, except for the notation) and then:

1. Match up the notation of the current proposition with that of the pre-
vious proposition.

2. Write, as a new statement in the forward process, the conclusion of the
previous proposition using the notation of the current proposition (that
is, write a forward statement that C is true).

3. Complete the proof that “A implies B” by working forward from C and
backward from B, that is, prove that “C implies B.”

You have also learned many of the terms used in the language of mathemat-
ics: an axiom is a statement that is accepted as being true without having to
provide a proof; a proposition is a true statement that you are trying to prove;
a theorem is an important proposition; a lemma is a preliminary proposition
that is used in the proof of a theorem; and a corollary is a proposition that
follows from a theorem.

Now it is time to learn more proof techniques for proving propositions,
theorems, corollaries, and lemmas.

Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

Note: All proofs should contain an analysis of proof and a condensed version.
Definitions for all mathematical terms are provided in the glossary at the end
of the book.

W 3.1 For each of the following conclusions, pose a key question. Then use a
definition (1) to answer the question abstractly and (2) to apply the answer
to the specific problem.

a. If n is an odd integer, then n2 is an odd integer.

b. If s and t are rational numbers with t 6= 0, then s/t is rational.

c. Suppose that a, b, c, d, e, and f are real numbers with the property that
ad− bc 6= 0. If (x1, y1) and (x2, y2) are pairs of real numbers satisfying:

ax1 + by1 = e, cx1 + dy1 = f,
ax2 + by2 = e, cx2 + dy2 = f,

then (x1, y1) equals (x2, y2).
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3.2 For each of the following conclusions, pose a key question. Then use a
definition (1) to answer the question abstractly and (2) to apply the answer
to the specific problem.

a. If n is an integer for which n2 is even, then n is even.

b. If n is an integer > 1 for which 2n − 1 is prime, then n is prime.

c. If n− 1, n, and n + 1 are three consecutive integers, then 9 divides the
sum of their cubes.

3.3 For each of the following statements, obtain a new statement in the
backward process by using a definition to answer the key question. If neces-
sary, rewrite the definitions so that no overlapping notation occurs.

a. The integer m > 1 is prime. b. p2 is even (p is an integer).

c. Triangle ABC is equilateral. d.
√

n is rational (n is an integer).

W3.4 For each of the following hypotheses, use a definition to work forward
one step.

a. If n is an odd integer, then n2 is an odd integer.

b. If s and t are rational numbers with t 6= 0, then s/t is rational.

c. If the right triangle XYZ of Figure 2.1 on page 9 satisfies the property
that sin(X) = cos(X), then triangle XYZ is isosceles.

d. If a, b, and c are integers for which a|b and b|c, then a|c.

3.5 Use a definition to work forward from each of the following statements.

a. The hypothesis in Exercise 3.2(b).

b. For sets R, S, and T , R = S ∪ T .

c. For functions f and g, the function f + g is convex, where f + g is the
function whose value at any point x is f(x) + g(x). (See the definition
of a convex function in the glossary.)

d. For functions f and g and sets S and T , the function f ≥ g on S ∩ T .
(See the definition of greater-than-or-equal-to functions in the glossary.)

W 3.6 Write truth tables for the following statements.

a. The converse of “A implies B.”

b. The inverse of “A implies B.” How are (a) and (b) related?
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W3.7 Write truth tables for the following statements.

a. A AND B. b. A AND NOT B.

3.8 Write truth tables for the following statements.

a. A OR B.

b. (NOT A) OR B. How is this related to the truth of “A implies B”?

W 3.9 Write the indicated statement for each of the following problems.

a. The contrapositive of the proposition, “If n is an integer for which n2 is
even, then n is even.”

b. The inverse of the proposition, “If r is a real number such that r2 = 2,
then r is not rational.”

c. The converse of the proposition, “If the quadrilateral ABCD is a par-
allelogram with one right angle, then ABCD is a rectangle.”

3.10 Write the indicated statement for each of the following problems.

a. The converse of the proposition, “If a, b, and c are integers for which
a|b and b|c, then a|c.”

b. The contrapositive of the proposition, “If n > 1 is an integer for which
2n − 1 is prime, then n is prime.”

c. The inverse of the proposition, “If r is a rational number with r 6= 0,
then 1/r is rational.”

W 3.11 Prove that if “A implies B” and “B implies C,” then “A implies C.”

3.12 Suppose you have already proved that “C implies D.” Using the result
in Exercise 3.11, what single implication involving the new statement E would
you have to prove in order to show that each of the following statements is
true?

a. C implies E. b. E implies D.

3.13 Use Exercise 3.11 to prove that if “A implies B,” “B implies C,” and
“C implies A,” then A is equivalent to B and A is equivalent to C.

W3.14 Consider a definition in the form of a statement A, together with three
possible alternative definitions, say B, C, and D. Suppose you want to prove
that A is equivalent to each of the three alternatives.

a. Explain why you can do so by proving that “A implies B,” “B implies C,”
“C implies D,” and “D implies A”.
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b. What is the advantage of the approach in part (a) as opposed to proving
separately that A is equivalent to each of statements B, C, and D?
(Hint: Count the total number of proofs with the two approaches.)

3.15 Suppose you want to prove that, “If the right triangle ABC with sides
of lengths a and b and hypotenuse of length c has an area of c2/4, then the
triangle ABC is isosceles.” How can you do so using Proposition 3 on page
30; that is, what would you have to prove to do so?

3.16 Suppose you want to prove that, “If the right triangle ABC with sides
of lengths a and b and hypotenuse of length c satisfies c =

√
2ab, then angle

A is 45o.” Write a forward statement that is obtained by using Proposition 3
on page 30.

3.17 Use Exercise 2.39(c) to prove each of the following propositions:

a. If s, then ttst.

b. If stsss, then tst.

c. What is the difference in the way previous knowledge is used in part (a)
and part (b)?

W 3.18 Explain where and how Proposition 3 on page 30 is used in the follow-
ing condensed proof that, “If the right triangle UV W with sides of lengths u
and v and hypotenuse of length w satisfies sin(U) =

√

u/2v, then the triangle
UV W is isosceles.”

Proof. It is given that sin(U) =
√

u/2v and from the defini-

tion of sine, sin(U) = u/w, thus one has
√

u/2v = u/w. By

algebraic manipulations one obtains w =
√

2uv and hence the
right triangle UV W is isosceles.

3.19 Explain where and how previous knowledge is used in the following
condensed proof that, “Two lines L1 and L2 that are tangent to the two
endpoints of a diameter D of a circle are parallel.”

Proof. The line L1, being tangent to the endpoint of the
diameter D of a circle, is perpendicular to D. Likewise, L2 is
also perpendicular to D. As such, L1 and L2 are parallel.

W3.20 Write an analysis of proof that corresponds to the following condensed
proof of the proposition, “If the right triangle UV W with sides of lengths u
and v and hypotenuse of length w satisfies sin(U) =

√

u/2v, then the triangle
UV W is isosceles.” Fill in the details of any missing steps.
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Proof. It will be shown that w =
√

2uv, for then, by Propo-
sition 3 on page 30, the right triangle UV W will be isosceles.
To that end, by hypothesis, sin(U) =

√

u/2v and, from the

definition of sine, sin(U) = u/w. Thus,
√

u/2v = u/w. By

algebra, you have w =
√

2uv and so the proof is complete.

3.21 Explain where and how previous knowledge from a proposition in this
chapter is used in each of the following condensed proofs that, “If m and n
are even integers, then (m + n)2 is an even integer.”

a. Proof. Because m and n are even integers, there are integers p and q
for which m = 2p and n = 2q. But then m + n = 2p + 2q = 2(p + q).
This means that m + n is even and, as such, (m + n)2 is also even.

b. Proof. Because m and n are even integers, it follows that m2 and n2 are
also even. So, there are integers p and q for which m2 = 2p and n2 = 2q.
Hence, (m + n)2 = m2 + 2mn + n2 = 2p + 2mn + 2q = 2(p + mn + q)
and so (m + n)2 is even.

W 3.22 Prove that if n is an odd integer, then n2 is an odd integer.

3.23 Use the proposition in Exercise 3.22 to prove that if a and b are con-
secutive integers, then (a + b)2 is an odd integer.

3.24 Use Proposition 2 on page 27 to prove that if a and b are odd integers,
then (a + b)2 is an even integer.

∗3.25 Suppose you have already proved the proposition that, “If a and b are
nonnegative real numbers, then (a + b)/2 ≥

√
ab.”

a. Explain how you could use this proposition to prove that if a and b are
real numbers satisfying the property that b ≥ 2|a|, then b ≥

√
b2 − 4a2.

Be careful how you match up notation.

b. Use the foregoing proposition and part (a) to prove that if a and b are
real numbers with a < 0 and b ≥ 2|a|, then one of the roots of the
equation ax2 + bx + a = 0 is ≤ −b/a.

W3.26 Use the definition of an isosceles triangle to prove that, if the right
triangle UV W with sides of lengths u and v and hypotenuse of length w
satisfies sin(U) =

√

u/2v, then the triangle UV W is isosceles.

∗3.27 Use Proposition 1 on page 9 to prove that, if the right triangle UV W
with sides of lengths u and v and hypotenuse of length w satisfies the property
that sin(U) =

√

u/2v, then the triangle UV W is isosceles.





4
Quantifiers I:

The Construction Method

In Chapter 3, you saw that a definition is often used to answer a key question
and to work forward. The next four chapters provide several other techniques
for doing so that arise when A or B have a special form.

Two particular forms of statements appear repeatedly throughout all
branches of mathematics. They are always identified by certain keywords.
The first one has the words there is (there are, there exists); the second one
has for all (for each, for every, for any). These two groups of words are re-
ferred to collectively as quantifiers, and each one gives rise to its own proof
technique. The remainder of this chapter deals with the existential quan-
tifier “there is.” The universal quantifier “for all” is discussed in the next
chapter.

4.1 WORKING WITH THE QUANTIFIER “THERE IS”

The quantifier “there is” arises naturally in many mathematical statements.
Recall Definition 7 for a rational number as being a real number that can be
expressed as the ratio of two integers in which the denominator is not zero.
This definition could be written just as well using the quantifier “there are.”

Definition 7. A real number r is rational if and only if there
are integers p and q with q 6= 0 such that r = p/q.

Another such example arises from the alternative definition of an even
integer, that being an integer that can be expressed as 2 times some integer.

41
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Using a quantifier to express this statement, one obtains:

Definition 5. An integer n is even if and only if there is an
integer k such that n = 2k.

When writing such statements, be careful to include the existential quantifier.
For example, if you know that an integer n is even, then you should not write
n = 2k because the symbol k is undefined. Instead, you should write the
following full statement that includes the existential quantifier:

A1: There is an integer k such that n = 2k.

It is important to observe that the quantifier “there is” allows for the
possibility of more than one such object, as is shown in the next definition.

Definition 11 An integer n is a square if and only if there is an integer k
such that n = k2.

Note that if a nonzero integer n (say, for example, n = 9) is a square, then
there are two values of k that satisfy n = k2 (in this case, k = 3 or −3). More
is said in Chapter 11 about the issue of uniqueness—that is, the existence of
only one such object.

There are many other instances where an existential quantifier is used but,
from the foregoing examples, you can see that such statements always have
the same basic structure. Each time the quantifier “there is,” “there are,” or
“there exists” appears, the statement will have the following standard form:

There is an “object” with a “certain property” such that
“something happens.”

The words in quotation marks depend on the particular statement under
consideration. You must learn to read, to identify, and to write each of the
three components. Consider the following example.

1. There are real numbers x and y both > 0 such that 2x + 3y = 8 and
5x− y = 3.

Object: real numbers x and y.
Certain property: x > 0, y > 0.
Something happens: 2x + 3y = 8 and 5x− y = 3.

When you identify the object, be sure to specify its type, which could be
an integer, a real number, a function, or an element of a set, for example. To
see why this is important, consider whether the following statement is true.

A: There is a number x > 0 such that x2 = 2.

The object in the foregoing statement A is a number x; however, note that if
x is a real number, then A is true, while if the number is an integer, then A
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is false. This example shows why it is important to identify clearly the type
of object.

Mathematicians often use the symbol ∃ to abbreviate the words “there is”
(“there are,” and so on) and the symbol ⊃− for the words “such that” (“for
which,” and so on). The use of symbols is illustrated in the next example.

3. ∃ an angle t ⊃− cos(t) = t.
Object: angle t (which is a real number).
Certain property: none (there might not be a certain property).
Something happens: cos(t) = t.

Observe that the words “such that” (or equivalent words like “for which”)
always precede the something that happens. Practice is needed to become
fluent at reading and writing these statements.

4.2 HOW TO USE THE CONSTRUCTION METHOD

When proving that “A implies B” is true, suppose you obtain a statement in
the forward process that has the quantifier “there is” in the standard form:

A: There is an “object” with a “certain property” such that
“something happens.”

Thus, you can assume that there is such an object, say, X. This object X
together with its certain property and the something that happens should
help you reach the conclusion that B is true. The technique of working with
such an object in the forward process is straightforward and is therefore not
given a special name.

In contrast, if you encounter the keywords “there is” during the backward
process, then you must show that

B: There is an “object” with a “certain property” such that
“something happens.”

One way to do so is to use the construction method. The idea is to
construct (guess, produce, devise an algorithm to produce, and so on) the
desired object. The constructed object then becomes a new statement in
the forward process. However, you should realize that the construction of the
object does not, by itself, constitute the proof. Rather, the proof is completed
when you have shown that the object you construct is in fact the correct one;
that is, that the object has the certain property and satisfies the something
that happens, which becomes the next statement in the backward process.

How you actually construct the desired object is not at all clear. Sometimes
it is by trial and error; sometimes an algorithm is designed to produce the
desired object—it all depends on the particular problem. While there are no
fixed rules for constructing the object, here are two guidelines that you might
find useful:
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1. Use the information in the hypothesis to help construct the object. The
appearance of the quantifier “there is” in the backward process strongly
suggests turning to the forward process to produce the desired object.

2. Use the properties you want the object to satisfy to see if you can con-
struct an object with those properties.

The construction method was used subtly in the proof of Proposition 2,
but another example will clarify the process.

Proposition 4 If a, b, c, d, e, and f are real numbers such that ad− bc 6= 0,
then the two equations ax + by = e and cx + dy = f can be solved for the real
numbers x and y.

Analysis of Proof. On starting the backward process, you should recognize
that statement B has the form discussed above, even though the quantifier
“there are” does not appear explicitly. To see that this is so, rewrite statement
B as follows to contain the quantifier explicitly:

B: There are real numbers x and y such that ax + by = e and
cx + dy = f .

Statements containing hidden quantifiers occur frequently, and you should
watch for them.

Proceeding with the construction method, the first step is to identify the
objects, the certain property, and the something that happens. In this case:

Objects: real numbers x and y.
Certain property: none.
Something happens: ax + by = e and cx + dy = f .

The next step is to construct these real numbers. Turn to the forward
process to do so. If you are able to “guess” that x = (de− bf)/(ad− bc) and
y = (af − ce)/(ad − bc), then you are fortunate. (Observe that, by guessing
these values for x and y, you have used the information in A because the
denominators are not 0.) However, recall that constructing these objects does
not constitute the proof—you must still show that these objects satisfy the
certain property and the something that happens. In this case, that means
you must show that, for the foregoing values of x and y, ax + by = e and
cx + dy = f . In doing this proof, you might write the following:

Noting that ad− bc 6= 0, construct
A1: x = (de−bf)/(ad−bc) and y = (af−ce)/(ad−bc).

It must be shown that, for these values of x and y,
B1: ax + by = e and cx + dy = f .

The remainder of this proof consists of working forward from A1 using algebra
to show that B1 is true. The details are straightforward and are omitted.
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While this “guess-and-check” approach is perfectly acceptable for produc-
ing the desired x and y, it is not informative as to how these particular values
are obtained. When writing a proof that uses the construction method, it is
helpful to the reader if you provide an explanation of how you constructed
the object. For instance, the values for x and y in the foregoing example
are obtained by working backward from the following two equations that you
want x and y to satisfy:

ax + by = e (4.1)

cx + dy = f. (4.2)

On multiplying (4.1) by d and (4.2) by b and then subtracting (4.2) from (4.1),
you obtain:

(ad− bc)x = de− bf. (4.3)

You can then use the information in A to divide (4.3) through by ad − bc
because, from the hypothesis, this number is not 0, thus obtaining:

x = (de− bf)/(ad − bc).

A similar process is used to obtain y = (af − ce)/(ad − bc). In general, it is
advisable to use the properties you want the object to satisfy to construct the
object.

Even with all this added explanation as to how the objects are constructed,
the mere construction of the objects does not constitute the proof. You must
still show that, for these values of x and y, ax + by = e and cx + dy = f .

Proof of Proposition 4. On multiplying the equation ax + by = e by d,
and the equation cx + dy = f by b, and then subtracting the two equations
one obtains (ad− bc)x = (de− bf). From the hypothesis, ad− bc 6= 0, and so
dividing by ad− bc yields x = (de− bf)/(ad− bc). A similar argument shows
that y = (af − ce)/(ad − bc). It is not hard to check that, for these values of
x and y, ax + by = e and cx + dy = f .

In the foregoing condensed proof, observe that the author glosses over the
fact that the constructed objects do satisfy the needed properties. When
writing such proofs, be sure to include those details. When reading such
proofs, you must fill in those details yourself, as shown next.

4.3 READING A PROOF

The process of reading and understanding a proof that uses the construction
method is demonstrated with the following proposition.

Proposition 5 If m < n are consecutive integers and m is even, then 4
divides m2 + n2 − 1.
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Proof of Proposition 5. (For reference purposes, each sentence of the
proof is written on a separate line.)

S1: Let n = m + 1.
S2: Then m2 + n2 − 1 = m2 + (m + 1)2 − 1 = 2m(m + 1).
S3: Because m is even, there is an integer k such that m = 2k.
S4: Letting p = k(m + 1), it follows that

m2 + n2 − 1 = 2m(m + 1) = 4k(m + 1) = 4p,

and so 4 divides m2 + n2 − 1.

The proof is now complete.

Analysis of Proof. An interpretation of statements S1 through S4 follows.

Interpretation of S1: Let n = m + 1.
The author is working forward from the hypothesis that m and n are con-

secutive integers.

Interpretation of S2: Then m2 +n2−1 = m2 +(m+1)2 −1 = 2m(m+1).
The author is working forward from m2 +n2−1 by substituting n = m+1

from S1 and then using algebra.

Interpretation of S3: Because m is even, there is an integer k such that
m = 2k.

The author is working forward from the hypothesis that m is an even integer
by using the definition.

Interpretation of S4: Letting p = k(m + 1), it follows that . . ..
Up to this point, it is unclear why the author derives the statements S1, S2,

and S3. The answer lies in S4. Specifically, the author is working backward
from the conclusion B and asks the key question, “How can I show that an
integer (namely, 4) divides another integer (namely, m2 + n2 − 1)?” The
author then uses Definition 1 on page 26 to answer the question, whereby it
must be shown that

B1: There is an integer p such that m2 + n2 − 1 = 4p.

Recognizing the keywords “there is” in B1, the author uses the construction
method to construct the integer p; namely, p = k(m+ 1) (which is the reason
for statements S1, S2, and S3). Finally, as required by the construction
method, the author verifies that this value of p = k(m + 1) is correct by
showing that m2 + n2 − 1 = 4p.

The following points about reading the foregoing condensed proof of Propo-
sition 5 are worth noting.
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• No mention is made of the techniques being used (the forward-backward
method, the key question and answer, and the construction method).

• Several steps are condensed into the single sentence S4.

• Although S1, S2, and S3 are true, it is not clear where the author
is heading with these statements. When you are not sure of why the
author is doing something, ask yourself what technique you would use
to do the proof. For example, if you work backward yourself from B
and recognize that the quantifier “there is” arises, then you will realize
that S1, S2, and S3 are part of the construction method.

Summary

The construction method is a technique for dealing with statements in the
backward process that have the quantifier “there is” in the standard form:

There is an “object” with a “certain property” such that
“something happens.”

To use the construction method:

1. Identify the object and its type, the certain property, and the something
that happens in the backward statement containing the quantifier “there
is.”

2. Turn to the forward process and use the hypothesis together with your
creative ability to construct the desired object. To do so, you might
also find it useful to work backward from the properties you want the
object to satisfy. (The actual construction of the object becomes the
new statement in the forward process.)

3. Establish that the object you construct does satisfy the certain property
and the something that happens. (The statement that the constructed
object satisfies the desired properties becomes the new statement in the
backward process.)

Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

Note: All proofs should contain an analysis of proof and a condensed version.
Definitions for all mathematical terms are provided in the glossary at the end
of the book.
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W 4.1 For each of the following there-is statements, identify the object, the
certain property, and the something that happens.

a. At a party of n (≥ 2) people, at least two of the people have the same
number of friends.

b. The function f(x) has an integer root.

c. There is a point (x, y) with x ≥ 0 and y ≥ 0 that lies on the two lines
y = m1x + b1 and y = m2x + b2.

d. Given an angle t, one can find an angle t′ between 0 and π whose tangent
is larger than that of t.

e. For the two integers a and b, at least one of which is not zero and
whose greatest common divisor is c, there are integers m and n such
that am + bn = c.

4.2 Rewrite each of the following statements so that the quantifier “there
is” appears in standard form. Then identify the object, the certain property,
and the something that happens.

a. Some element of the set S is ≥ 0.

b. The set T 6= ∅ (the empty set).

c. x2 − kx + 2 = 0, for some positive integer k.

4.3 After constructing each of the following objects, what would you have
to show about the object to complete the construction method?

a. There is a positive integer n for which n! > 3n.

b. The integer n > 1 can be divided by some integer p with 1 < p < n.

c. For a given integer n > 0 and real numbers a0, . . . , an, the polynomial
a0 + a1x

1 + · · ·+ anxn has n (possibly complex) roots.

4.4 Suppose each of the statements in Exercise 4.1 [except for part (a)] is the
conclusion of a proposition. Explain how you would apply the construction
method to do the proof. (You need not actually do the proof.)

4.5 Would you use the construction method to prove each of the following
propositions? Why or why not? Explain.

a. The polynomial x71 − 4x44 + 11x− 3 has a real root.

b. If a and b are integers with a 6= 0 for which a does not divide b, then
there is no positive integer x such that ax2 + bx + b− a = 0.



CHAPTER 4: EXERCISES 49

c. If ABCD is a square whose sides have length s, then you can inscribe
in ABCD a circle whose area is at least 3s2/4.

W 4.6 Explain why and how the construction method is used in the proof of
Proposition 2 on page 27.

W 4.7 Use the construction method to prove that there is an integer x such
that x2 − 5x/2 + 3/2 = 0. Is the constructed object unique?

W4.8 Use the construction method to prove that there is a real number x such
that x2 − 5x/2 + 3/2 = 0. Is the constructed object unique?

∗4.9 Use the construction method to produce the desired object in each of
the following statements. (You may have to use trial-and-error to produce the
desired object.)

a. The smallest positive integer n such that n! > 3n.

b. The first positive integer n such that you have more than double your
money after n years of investing at 5% interest compounded annually.
(Recall that if $P are invested at r% interest compounded annually for
n years, then you will have $

(
1 + r

100

)n
P at the end of n years.)

c. An angle x between 0 and π/4 such that the first three decimal digits
of cos(x) and x are the same.

W 4.10 Write an analysis of proof that corresponds to the following condensed
proof that, “If s and t are rational numbers, then s + t is a rational number.”
Indicate in which sentence the desired object is constructed.

Proof. It will be shown that there are integers p and q with
q 6= 0 such that s + t = p/q. Now because s and t are rational,
there are integers a, b, c, d with b, d 6= 0 such that s = a/b and
t = c/d. Now set p = ad + bc and q = bd. Then q 6= 0 and

s + t =
a

b
+

c

d
=

ad + bc

bd
=

p

q
.

The proof is now complete.

4.11 Write an analysis of proof that corresponds to the following condensed
proof that,“If a, b, and c are integers with a 6= 0 and for which b2 − 4ac is a
square (see the definition on page 42), then the equation ax2+bx+c = 0 has a
rational root.” Indicate in which sentence the desired objects are constructed.

Proof. Because b2−4ac is a square, there is an integer k such
that b2−4ac = k2. Hence

√
b2 − 4ac = |k| is an integer. Thus,

x = −b+|k|
2a is a rational root of ax2 + bx + c = 0.
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4.12 Identify the error in the following condensed proof that, “If r is a
positive real number with r 6= 1, then there is an integer n such that 2

1

n < r.”

Proof. Let n be any integer with n > 1/ log2(r). It then

follows that 1
n

< log2(r) and hence that 2
1

n < 2log
2
(r) = r.

The proof is now complete.

∗4.13 Answer the given questions pertaining to the following condensed proof
that, “If m < n are positive integers, then there is a rational number r with
1
n < r < 1

m .”

Proof. Let q be a positive integer for which q
(

1
m
− 1

n

)
> 1.

Then let p be any integer for which q
n < p < q

m . On defining
r = p

q , it follows that 1
n < r < 1

m , completing the proof.

a. Why is the author defining q and p in the first two sentences?

b. Is there a positive integer for which q
(

1
m
− 1

n

)
> 1, as the author claims

in the first sentence? Why?

c. Is there an integer p for which q
n < p < q

m , as the author claims in the
second sentence? Why?

d. Is the author correct in stating that 1
n < r < 1

m in the last sentence?
Why?

e. Where did the author show that q 6= 0?

W 4.14 Explain what is wrong with the following condensed proof that, “If a,
b, and c are real numbers for which the function ax2 + bx + c has a rational
root, then the function cx2 + bx + a has a rational root.”

Proof. Because the function ax2 + bx + c has a rational root,
there are integers p and q with q 6= 0 such that a(p/q)2 +
b(p/q) + c = 0. Multiplying through by q2 and then dividing
by p2 shows that x = q/p is a rational root of cx2 + bx + a.

W4.15 Do you agree with the following proof that, “If R, S, and T are sets
with R∩S 6= ∅ and S∩T 6= ∅, then R∩T 6= ∅.” Why or why not? Explain.

Proof. It is shown that there is an element in R ∩ T . Now,
because R∩S 6= ∅, by definition, there is an element x ∈ R∩S.
Likewise, because S ∩ T 6= ∅, there is an element x ∈ S ∩ T . It
then follows that x ∈ R and x ∈ T , so x ∈ R ∩ T .
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4.16 Do you agree with the following condensed proof that, “If n is an
integer for which n2 is even, then n is even.” Why or why not? Explain.

Proof. It will be shown that there is an integer k for which
n = 2k. To that end, there is an integer p such that n2 = 2p.
Letting k =

√
2p/2, you have n =

√
2p = 2k, so n is even.

4.17 Explain what is wrong with the following condensed proof that, “If
m < n are consecutive integers and m is even, then 4 | (m2 + n2 − 1).”

Proof. Suppose that n = m + 1. The proof follows by noting
that, for k = m(m + 1), m2 + n2 − 1 = 2k.

∗4.18 Explain what is wrong with the following condensed proof that, “If m
and p are positive integers with m < p, then there is a rational number r with
1
p

< r < 1
m

.”

Proof. Let n be any integer with 0 < m < n < p. Now n 6= 0
and so r = 1

n is a rational number for which 1
p < r < 1

m .

W 4.19 Prove that if a, b, and c are integers for which a|b and b|c, then a|c.
4.20 Prove that if a and b are integers with a 6= 0 and x is a positive integer
such that ax2 + bx + b− a = 0, then a|b.
4.21 Prove that if a, b, and c are integers with a|(b + c) and a|b, then a|c.
4.22 Prove that if s and t are rational and t 6= 0, then s/t is rational.

∗4.23 Consider proving that, “If i =
√
−1 and a + bi is a complex number

for which the real numbers a and b satisfy a certain property P , then there is
a complex number c + di such that (a + bi)(c + di) = 1.” Find a property P
that allows you to prove this proposition. Then prove the proposition.





5
Quantifiers II:

The Choose Method

This chapter develops a technique for dealing with statements in the backward
process that contain the quantifier “for all.” Such statements arise quite
naturally in many mathematical areas, one of which is set theory, as you will
now see.

5.1 WORKING WITH THE QUANTIFIER “FOR ALL”

A set is a collection of items. For example, you can think of the numbers
1, 4, and 7 as a collection of items, and hence they form a set. Each of the
individual items is called a member or element of the set and each member
of the set is said to be in or belong to the set. The set is often denoted by
enclosing the list of its members, separated by commas, in braces. Thus, the
set consisting of the numbers 1, 4, and 7 is written as follows:

{1, 4, 7}.
To indicate that the number 4 belongs to this set, mathematicians write:

4 ∈ {1, 4, 7},
where the symbol ∈ stands for the words “is a member of.” Similarly, to
indicate that 2 is not a member of {1, 4, 7}, one would write:

2 6∈ {1, 4, 7}.
While it is desirable to make a list of all the elements in a set, sometimes

it is impractical to do so because the list is too long. For example, imagine

53
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having to write down every integer between 1 and 100,000. When a set has an
infinite number of elements (such as the set of real numbers that are greater
than or equal to 0) it is impossible to make a complete list, even if you want
to. Fortunately there is a way to describe such “large” sets through the use
of what is known as set-builder notation, which involves using a verbal
and mathematical description for the members of the set. With set-builder
notation, the set of all real numbers that are greater than or equal to 0 is
written as follows:

S = {real numbers x : x ≥ 0},
where the “:” stands for the words “such that.” Everything following the
“:” is referred to as the defining property of the set. The question that
one always has to be able to answer is, “How do I know if a particular item,
say y, belongs to the set?” To answer such a question, you need only check
if the item y satisfies the defining property. If so, then y is an element of
the set; otherwise, y is not in the set. For the foregoing set S, to see if the
real number 3 belongs to S, simply replace x everywhere by 3 and see if the
defining property is true. In this case, 3 does belong to S because 3 ≥ 0.

Sometimes part of the defining property appears to the left of the “:” as
well as to the right, so, when trying to determine if a particular item belongs
to such a set, be sure to verify this portion of the defining property, too. For
example, if T = {real numbers x ≥ 0 : x2 − x + 2 ≥ 0}, then −1 does not
belong to T even though −1 satisfies the defining property to the right of the
“:”. The reason is that −1 does not satisfy the defining property to the left
of the “:” because −1 is not ≥ 0.

From the point of view of doing proofs, the defining property plays the
same role as a definition—the defining property is used to answer the key
question, “How can I show that an item belongs to a particular set?” One
answer is to check that the item satisfies the defining property.

While discussing sets, observe that it can happen that no item satisfies the
defining property. Consider, for example,

{real numbers x ≥ 0 : x2 + 3x + 2 = 0}.

The only real numbers for which x2 + 3x + 2 = 0 are −1 and −2. Neither of
these values satisfies the defining property to the left of the “:”. Such a set is
said to be empty, meaning that the set has no members. The special symbol
∅ is used to denote the empty set.

To motivate the use of the quantifier “for all,” observe that it is usually
possible to write a set in more than one way—for example, the two sets

S = {real numbers x : x2 − 3x + 2 ≥ 0},
T = {real numbers x : 1 ≤ x ≤ 2},

where 1 ≤ x ≤ 2 means that 1 ≤ x and x ≤ 2. Surely for two sets S and T to
be the same, each element of S should appear in T and vice versa. Using the
quantifier “for all,” a definition can now be made.
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Definition 12 A set S is a subset of a set T (written S ⊆ T or sometimes
S ⊂T ) if and only if for each element x ∈ S, x ∈ T .

Definition 13 Two sets S and T are equal (written S = T ) if and only if
S is a subset of T and T is a subset of S.

Like any definition, these are used to answer a key question. Definition
12 answers the question, “How can I show that a set (say, S) is a subset of
another set (say, T )?” by requiring you to show that for each element x ∈ S,
x ∈ T . How you do so is explained in Section 5.2. Definition 13 answers the
key question, “How can I show that two sets (say, S and T ) are equal?” by
requiring you to show that S is a subset of T and T is a subset of S.

In addition to set theory, there are many other instances where the quan-
tifier “for all” is used, but, from the foregoing example, you can see that such
statements appear to have the same consistent structure. When the quantifier
“for all,” “for each,” “for every,” or “for any” appears, the statement will have
the following standard form (which is similar to the one in Chapter 4):

For every “object” with a “certain property,” “something happens.”

The words in quotation marks depend on the particular statement under
consideration, and you must learn to read, to write, and to identify these
three components—keeping in mind to identify the type of object. Consider
these examples.

1. For every angle t, sin2(t) + cos2(t) = 1.
Object: angle t.
Certain property: none (there might not be a certain property).
Something happens: sin2(t) + cos2(t) = 1.

Mathematicians often use the symbol ∀ to abbreviate the words “for all” (“for
each,” and so on). The use of symbols is illustrated in the next example.

2. ∀ real numbers y > 0, ∃ a real number x ⊃− 2x = y.
Object: real numbers y.
Certain property: y > 0.
Something happens: ∃ a real number x ⊃− 2x = y.

Observe that a comma always precedes the something that happens.
Sometimes the quantifier is hidden; for example, the statement “the cosine

of an angle strictly between 0 and π/4 is larger than the sine of the angle” could
be phrased equally well as “for every angle t with 0 < t < π/4, cos(t) > sin(t).”
Also, some authors write the quantifier after the something that happens; for
example: “2n > n2, for all integers n ≥ 5.” Practice is needed to become
fluent at reading and writing these statements, regardless of how they are
presented, keeping in mind that the constituent parts could be implied from
the context, out of order, or not present.
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5.2 USING THE CHOOSE METHOD

During the backward process, if you come across a statement having the
quantifier “for all” in the standard form:

B: For all “objects” with a “certain property,” “something happens,”

then one approach to showing that the statement is true is to make the fol-
lowing list of all of the objects having the certain property:

Objects with the Certain Property
X1

X2

X3

...

Then, for each object on the list, you would need to show that the some-
thing happens. When the list consists of only a few objects, this might be
a reasonable way to proceed. However, when the list is long or infinite, this
approach is not practical. You have already dealt with this type of obstacle
in set theory, where the problem is overcome by using set-builder notation
to describe the set. Here, the choose method allows you to circumvent the
difficulty.

To understand the idea of the choose method consider again the foregoing
list of objects, each with the certain property. Suppose you are able to prove
that, for object X1, the something happens. Further, imagine that your proof
is such that when you replace X1 everywhere with X2, the resulting proof
correctly establishes that the something happens for X2. In this case, you do
not need to write a separate proof to establish that the something happens
for X2. You would simply say, “To see that the something happens for X2,
repeat the proof, replacing X1 everywhere with X2.”

Extending this idea to the remaining objects on the list, the goal of the
choose method is to construct a “model proof” for establishing that the some-
thing happens for a general object X that has the certain property, in such a
way that you could, in theory, repeat the proof for each and every object on
the list (see Figure 5.1). If you had such a model proof, then you would not
need to check the whole (possibly infinite) list of objects because you would
know that you could always do so by a simple substitution in the model proof.
In other words, rather than actually proving that the something happens for
every object having the certain property, the choose method provides the ca-
pability of doing so through the use of a model proof. The way in which this
model proof is designed is now described.

To understand how the choose method is used, recall that the model proof
must establish that the something happens for a general object having the
certain property. As such, suppose that you have one of these objects, say,
X, but remember, you do not know precisely which one. All you know is that
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Fig. 5.1 A model proof for the choose method.

the particular object X has the certain property. You must somehow use that
property to reach the conclusion that, for this object X, the something hap-
pens. This is most easily accomplished by working forward from the certain
property and backward from the something that happens. In other words,
with the choose method,

• You choose an object with the certain property, which then becomes a
new statement in the forward process.

• You must show that, for the chosen object, the something happens,
which then becomes the new statement in the backward process.

If successful, then you have the capability of repeating the foregoing model
proof for any object having the certain property.

An Example of Using the Choose Method

To illustrate how the choose method is used, suppose that, in some proof, you
need to show that

B: For all real numbers x with x2 − 3x + 2 ≤ 0, 1 ≤ x ≤ 2.

The first step is to identify, in this for-all statement, the object and its type (a
real number x), the certain property (x2−3x+2 ≤ 0), and the something that
happens (1 ≤ x ≤ 2). To apply the choose method, you choose a real number
that has the certain property. In this case, you might write the following:

A1: Let y be a real number with y2 − 3y + 2 ≤ 0.

Then, by working forward from y2−3y+2 ≤ 0, you must reach the conclusion
that for y the something happens; that is, you must show that

B1: 1 ≤ y ≤ 2.
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Here, the symbol y is used to distinguish the chosen object from the general
object x in B. Notice in A1 and in B1 that the certain property and the
something that happens are written for the chosen object, not for the general
one. This is done by replacing the general object (x) everywhere in B with
the chosen object (y). In many condensed proofs, the same symbol is used
for both the general object and the chosen one. In such cases, be careful to
interpret the symbol correctly. Consider the following example.

Proposition 6 If S and T are the two sets defined by

S = {real numbers x : x2 − 3x + 2 ≤ 0}
T = {real numbers x : 1 ≤ x ≤ 2},

then S = T .

Analysis of Proof. When doing a proof, learn to choose a technique
consciously, based on the form of the statements under consideration. In this
proposition, the hypothesis A and conclusion B do not contain keywords (such
as “there is” or “for all”). In the absence of keywords, the forward-backward
method is a reasonable technique to use. Doing so in this case gives rise to the
key question, “How can I show that two sets (namely, S and T ) are equal?”
Definition 13 provides the answer that you must show that

B1: S is a subset of T and T is a subset of S.

So first try to establish that

B2: S is a subset of T ,

and, afterward, that

B3: T is a subset of S.

To show that S is a subset of T (see B2), you obtain the key question,
“How can I show that a set (namely, S) is a subset of another set (namely,
T )?” Using Definition 12 leads to the answer that you must show that

B4: For all elements x ∈ S, x ∈ T .

This new backward statement, B4, contains the quantifier “for all,” thus
indicating that you should proceed by the choose method. To do so, first
identify, in B4, the object and its type (an element x ∈ S), the certain
property (none) and the something that happens (x ∈ T ).

To apply the choose method to B4, you must now choose an object having
the certain property and then show that, for this chosen object, the something
happens. In this case that means you should choose

A1: An element x ∈ S.
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Using the fact that x ∈ S (that is, that x satisfies the defining property of
S) together with the information in A, you must show that, for this chosen
object, the something happens in B4; that is,

B5: x ∈ T .

Note that you do not want to pick one specific element in S, say 3/2. Also,
note the double use of the symbol x for both the general object in B4 and the
chosen object in A1.

Working backward from B5, you should ask the key question, “How can I
show that an element (namely, x) belongs to a set (namely, T )?” One answer
is to show that x satisfies the defining property of T ; that is,

B6: 1 ≤ x ≤ 2.

Turning now to the forward process, you can make use of the information in
A to show that 1 ≤ x ≤ 2 because you have assumed that A is true. However,
additional information is available. Recall that, during the backward process,
you used the choose method, at which time you chose x ∈ S (see A1). Now
is the time to use this fact. Specifically, because x ∈ S, from the defining
property of the set S, you know that

A2: x2 − 3x + 2 ≤ 0.

Then, by factoring, you obtain

A3: (x− 2)(x− 1) ≤ 0.

The only way that the product of x− 2 and x− 1 can be ≤ 0 is for one of the
terms to be ≤ 0 and the other ≥ 0. In other words,

A4: Either x − 2 ≥ 0 and x − 1 ≤ 0, or else x − 2 ≤ 0 and
x− 1 ≥ 0.

The first situation can never happen because, if it did, x ≥ 2 and x ≤ 1,
which is impossible. Thus the second condition must happen; that is,

A5: x ≤ 2 and x ≥ 1.

But this is precisely the last statement obtained in the backward process
(B6), and hence it has been shown successfully that S is a subset of T . Do
not forget that you still have to show that T is a subset of S (B3) in order to
complete the proof that S = T . This part is done in Section 5.3.

Proof of Proposition 6. To show that S = T , it is shown that S ⊆ T
and T ⊆ S. To see that S ⊆ T , let x ∈ S. (The use of the word “let” in con-
densed proofs frequently indicates that the choose method is being invoked.)
Consequently, x2 − 3x + 2 ≤ 0 and so (x − 2)(x − 1) ≤ 0. This means that
either x− 2 ≥ 0 and x− 1 ≤ 0 or else x− 2 ≤ 0 and x − 1 ≥ 0. The former
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cannot happen because, if it did, x ≥ 2 and x ≤ 1. Hence it must be that
x ≤ 2 and x ≥ 1, which means that x ∈ T . The proof that T is a subset of S
is given subsequently in Proposition 7.

On a final note, whenever you apply the choose method to choose an object
with the certain property, you must first be sure that, indeed, there is at least
one such object, for if there are none, how can you choose such an object? To
illustrate, suppose you are trying to prove that

B: For all real numbers x ≥ 0 with x2 + 3x + 2 = 0, x2 ≥ 4.

According to the choose method, you should choose a real number x ≥ 0
with the property that x2 + 3x + 2 = 0. However, there are no such numbers
(because the only values for x that satisfy the equation are x = −1 and
x = −2, and neither of these is ≥ 0). In this case, you cannot apply the
choose method; however, there is no need to do so. The reason is that, when
there is no object with the certain property, the associated for-all statement
is automatically true. To understand why, recall again that, when using the
choose method to prove that

S1: For every object with a certain property, something happens,

you choose

A: An object X with the certain property,

for which you must then show that

B: X satisfies the something that happens.

Observe that this approach is exactly how you would proceed if you were
using the forward-backward method to prove that

S2: If X is an object with the certain property, then
X satisfies the something that happens.

Specifically, to show that the statement S2 is true with the forward-backward
method, you work forward from the hypothesis A given above and backward
from the conclusion B given above. In summary, the foregoing statements S1
and S2 are equivalent.

Now you can see why, if there is no object with the certain property, S1 is
true. This is because, if there is no object with the certain property, then the
hypothesis in S2 is false and so, from Table 1.1 on page 4, the implication in
S2 is true. Because S1 is equivalent to S2, S1 is also true. This means that,
whenever you need to prove a statement in the form S1, you can prove S2
instead, and vice versa.
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5.3 READING A PROOF

The process of reading and understanding a proof is now demonstrated.

Proposition 7 If S and T are the two sets defined by

S = {real numbers x : x2 − 3x + 2 ≤ 0}
T = {real numbers x : 1 ≤ x ≤ 2},

then T ⊆ S.

Proof of Proposition 7. (For reference purposes, each sentence of the
proof is written on a separate line.)

S1: To show that T ⊆ S, let t ∈ T .
S2: It must be shown that t ∈ S.
S3: Because t ∈ T , 1 ≤ t ≤ 2, so t− 1 ≥ 0 and t− 2 ≤ 0.
S4: Thus, t ∈ S because t2 − 3t + 2 = (t− 1)(t− 2) ≤ 0.

The proof is now complete.

Analysis of Proof. An interpretation of statements S1 through S4 follows.

Interpretation of S1: To show that T ⊆ S, let t ∈ T .
The author has worked backward from the conclusion B and asked the key

question, “How can I show that a set (namely, T ) is a subset of another set
(namely, S)?” Applying Definition 12 means it must be shown that

B1: For all elements x ∈ T , x ∈ S.

The author then recognizes the keywords “for all” in the backward statement
B1 and uses the choose method to choose an object with the certain property,
as indicated by the words “. . . let t ∈ T .”

Interpretation of S2: It must be shown that t ∈ S.
According to the choose method, it is necessary to show that, for the chosen

object, the something happens. This is exactly what the author is saying must
be done for the chosen object t, that is, it must be shown that t ∈ S.

Interpretation of S3: Because t ∈ T , 1 ≤ t ≤ 2, so t− 1 ≥ 0 and t− 2 ≤ 0.
The author is working forward from the fact that t ∈ T , using the defining

property of T . Presumably this is being done to show that the something
happens for the chosen object; that is, that t ∈ S.

Interpretation of S4. Thus, t ∈ S because t2 − 3t + 2 = (t − 1)(t− 2) ≤ 0.
The author is now claiming that t ∈ S by showing that t satisfies the

defining property of S. In essence, the author has asked the key question,
“How can I show that an element (namely, t) belongs to a set (namely, S)?”
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and has answered the question by using the defining property of the set.
Having shown that t ∈ S, the choose method, and hence the proof, is now
complete.

The following points about reading the condensed proof of Proposition 7
are worth noting.

• No mention is made of the techniques being used (the forward-backward
and choose method, and the key questions and answers). However, in
this case, the word “let” indicates that the choose method is used.

• The techniques used in the proof vary as the form of the statement cur-
rently under consideration varies. For example, the author starts with
the forward-backward method and then changes to the choose method
when a backward statement contains the quantifier “for all.”

• Several steps are condensed into the single sentence S1.

Summary

Use the choose method when the last statement in the backward process
contains the quantifier “for all” in the standard form:

For all “objects” with a “certain property,” “something happens.”

To use the choose method, proceed as follows to create a model proof that
could, in theory, be repeated for every object with the certain property.

1. Identify the object and its type, the certain property, and the something
that happens in the for-all statement.

2. Verify that there is at least one object with the certain property. If there
is no such object, then the for-all statement is true and you are done.

3. Choose an object that has the certain property. (Write the fact that
the chosen object has the certain property as a new statement in the
forward process.)

4. Show that, for this chosen object, the something happens. (Write this
objective as the next statement in the backward process.)

Step 4 is accomplished by the forward-backward method. That is, work for-
ward from the fact that the chosen object in Step 3 has the certain property
and backward from the fact that this chosen object must be shown to satisfy
the something that happens. In so doing, you can use the assumption that
the hypothesis A, or any other statement in the forward process, is true.
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Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

Note: All proofs should contain an analysis of proof and a condensed version.
Definitions for all mathematical terms are provided in the glossary at the end
of the book.

W 5.1 For each of the following definitions, identify the objects, the certain
property, and the something that happens in the for-all statements.

a. The real number x∗ is a maximizer of the function f if and only if for
every real number x, f(x) ≤ f(x∗).

b. Suppose that f and g are functions of one variable. Then g ≥ f on the
set S of real numbers if and only if for every element x ∈ S, g(x) ≥ f(x).

c. A real number u is an upper bound for a set S of real numbers if and
only if for all elements x ∈ S, x ≤ u.

5.2 For each of the following definitions, identify the objects, the certain
property, and the something that happens in the for-all statements.

a. A function f of one real variable is strictly increasing if and only if
for all real numbers x and y with x < y, f(x) < f(y).

b. The set C of real numbers is a convex set if and only if for all elements
x, y ∈ C, and for every real number t with 0 ≤ t ≤ 1, tx + (1− t)y ∈ C.

c. The function f of one real variable is a convex function if and only if
for all real numbers x and y and for all real numbers t with 0 ≤ t ≤ 1,
it follows that f(tx + (1− t)y) ≤ tf(x) + (1− t)f(y).

W5.3 Reword the following statements in standard form using the appropriate
symbols ∀, ∃, ⊃−, as necessary.

a. Some mountain is taller than every other mountain.

b. If t is an angle, then sin(2t) = 2 sin(t) cos(t).

c. The square root of the product of any two nonnegative real numbers p
and q is not less than their sum divided by 2.

d. If x and y are real numbers such that x < y, then there is a rational
number r such that x < r < y.
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5.4 Reword each of the following for-all statements as an equivalent state-
ment in the form, “If . . . then . . .”.

a. For every prime number p, p + 7 is composite.

b. For all sets A, B, and C with the property that A ⊆ B and B ⊆ C, it
follows that A ⊆ C.

c. For all integers p and q with q 6= 0, p/q is rational.

W 5.5 For each of the parts in Exercise 5.1, describe how you would apply
the choose method to show that the for-all statement is true. Use a different
symbol to distinguish the chosen object from the general object. For instance,
for Exercise 5.1(a), to show that x∗ is the maximizer of the function f , you
would choose

A1: a real number, say, x′,

for which it must then be shown that

B1: f(x′) ≤ f(x∗).

5.6 For each of the parts in Exercise 5.2, describe how you would apply
the choose method to show that the for-all statement is true. Use a different
symbol to distinguish the chosen object from the general object.

5.7 Could you use the choose method to prove each of the following state-
ments? Why or why not? Explain. (S is a set of real numbers.)

a. There is an integer n ≥ 4 such that n! ≥ 2n.

b. For all integers n ≥ 4, n! ≥ 2n.

c. If for all elements x ∈ S, |x| < 20, then there is an element s ∈ S such
that s < 5.

d. If there is an element x ∈ S such that x < 5, then for all elements x ∈ S,
|x| < 20.

e. For all real numbers a, b, and c, if 4ac ≤ b2, then ax2 + bx + c has real
roots.

W 5.8 Suppose you are trying to prove that, “If R, S, and T are sets for which
R ⊆ S and S ⊆ T , then R ⊆ T .” Write an appropriate key question and
answer to create a new statement, B1, in the backward process. Then indicate
how the choose method would be applied to B1 by writing a new statement
A1 in the forward process that is a result of choosing the appropriate object
and a new statement B2 in the backward process indicating what you would
have to show about your chosen object. (Do not complete the proof.)
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W5.9 Repeat Exercise 5.8 when you are trying to prove that, “If the real
number u is an upper bound for a set S of real numbers and the real number
v ≥ u, then v is an upper bound for S.” [See the definition in Exercise 5.1(c)].

5.10 Repeat Exercise 5.8 when you are trying to prove that, “If the function
f(x) = x3, then f is strictly increasing.” [See the definition in Exercise 5.2(a)].

5.11 Repeat Exercise 5.8 when you are trying to prove that, “If f is a convex
function and y is a given real number, then {real numbers x : f(x) ≤ y} is a
convex set.” [See the definition in Exercise 5.2(b)].

5.12 Repeat Exercise 5.8 when you are trying to prove that, “If f and g
are convex functions, then the function f + g is a convex function.” [See the
definition in Exercise 5.2(c)].

W 5.13 Suppose you are trying to prove that, “If S and T are the sets defined
by S = {(x, y) : x2 + y2 ≤ 16} and T = {(x, y) : 3x2 + 2y2 ≤ 125}, then
for every element (x, y) ∈ S, (x, y) ∈ T .” Which of the following constitutes
a correct application of the choose method? For those that are incorrect,
explain what is wrong.

a. Choose
A1 : real numbers x′ and y′.

It must be shown that
B1 : (x′, y′) ∈ T .

b. Choose
A1 : real numbers x′ and y′ with (x′, y′) ∈ S.

It must be shown that
B1 : (x′, y′) ∈ T .

c. Choose
A1 : real numbers x′ and y′ with (x′, y′) ∈ T .

It must be shown that
B1 : (x′, y′) ∈ S.

d. Choose
A1 : real numbers x and y, say 1 and 2, with

x2 + y2 = 5 ≤ 16 and therefore (x, y) ∈ S.
It must be shown that

B1 : 3x2 + 2y2 ≤ 125 and therefore that (x, y) ∈ T .

e. Choose
A1 : real numbers x and y with (x, y) ∈ S.

It must be shown that
B1 : (x, y) ∈ T .
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5.14 Suppose you are trying to prove that, “If p(x) = a0 +a1x
1 + · · ·+anxn

is a polynomial of degree n > 1 such that ai > 0 for all integers i = 0, . . . , n,
then for all real numbers x and y with 0 < x < y, p(x) < p(y).” Which of the
following constitutes a correct application of the choose method? For those
that are incorrect, explain what is wrong.

a. Choose
A1 : an integer i between 0 and n.

It must be shown that
B1 : ai > 0.

b. Choose
A1 : real numbers x and y with p(x) < p(y).

It must be shown that
B1 : 0 < x < y.

c. Choose
A1 : real numbers x and y with x < y.

It must be shown that
B1 : p(x) < p(y).

d. Choose
A1 : real numbers, say x = 3 and y = 5, with 0 < x < y.

It must be shown that
B1 : p(3) < p(5).

e. Choose
A1 : real numbers x and y with 0 < x < y.

It must be shown that
B1 : p(x) < p(y).

W 5.15 For the proposition and condensed proof given below, explain where
(that is, in which sentence), why, and how the choose method is used. Identify
any mistakes you encounter. [Refer to the definition in Exercise 5.1(a).]

Proposition. If a, b, and c are real numbers for which a < 0,
then x∗ = −b/(2a) is a maximizer of f(x) = ax2 + bx + c.

Proof. Let x be a real number. If x∗ ≥ x, then x∗ − x ≥ 0 and
a(x∗+ x)+b ≥ 0. So, (x∗− x)[a(x∗+ x)+b] ≥ 0. On multiplying
the term x∗ − x through, rearranging terms, and adding c to
both sides, one obtains that a(x∗)2 + bx∗ + c ≥ ax2 + bx + c. A
similar argument applies when x∗ < x.

5.16 For the proposition and condensed proof given below, explain where
(that is, in which sentence), why, and how the choose method is used. Identify
any mistakes you encounter.
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Proposition. If

R = {real numbers x : x2 − x ≥ 0},
S = {real numbers x : −(x − 1)(x− 3) ≤ 0}, and
T = {real numbers x : x ≤ 1 or x ≥ 3},

then R ∩ S ⊆ T .

Proof. To reach the conclusion, it will be shown that for all
x ∈ R ∩ S, x ∈ T . To that end, let x ∈ R ∩ S. Because
x ∈ R, x2 − x = x(x − 1) ≥ 0. Likewise, because x ∈ S,
−(x − 1)(x − 3) ≤ 0. Combining these two yields that, in all
cases, x ≤ 1 or x ≥ 3 and so x ∈ T .

W 5.17 Write an analysis that corresponds to the condensed proof given below.
Indicate which techniques are used and how they are applied. Fill in the details
of any missing steps where appropriate.

Proposition. If m and b are real numbers with m > 0, and
f is the function defined by f(x) = mx + b, then for all real
numbers x and y with x < y, f(x) < f(y).

Proof. Let x and y be real numbers with x < y. Then because
m > 0, mx < my. On adding b to both sides, it follows that
f(x) < f(y), and so the proof is complete.

W5.18 Write an analysis that corresponds to the condensed proof given below.
Indicate which techniques are used and how they are applied. Fill in the details
of any missing steps where appropriate.

Proposition. If S = {real numbers x : x(x − 3) ≤ 0} and
T = {real numbers x : x ≥ 3}, then every element of T is an
upper bound for S. [See the definition in Exercise 5.1(c).]

Proof. Let t be an element of T . It will be shown that t is
an upper bound for S. To that end, let x ∈ S. Consequently,
x(x − 3) ≤ 0. Therefore, either x ≤ 0 and x − 3 ≥ 0 or else
x ≥ 0 and x − 3 ≤ 0. The former cannot happen, so it must
be that x ≥ 0 and x− 3 ≤ 0. But then x ≤ 3, and because t
belongs to T , t ≥ 3, and so x ≤ t.

5.19 Write an analysis that corresponds to the condensed proof given below.
Indicate which techniques are used and how they are applied. Fill in the details
of any missing steps where appropriate.

Proposition. If p is a positive integer, then for all nonzero
integers q and r having the same sign and for which q < r,
p/q > p/r.
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Proof. Because q and r have the same sign, p/(qr) > 0. Now
r > q, so multiplying both sides of r > q by p/(qr) results in
rp/(qr) > qp/(qr). It now follows that p/q > p/r, and so the
proof is complete.

∗5.20 Answer the given questions pertaining to the following condensed proof

of the proposition: If x > 0 is a real number for which 2−x2

2x+1 > 0 and

S =
{

1
n : n is a positive integer with 1

n < 2−x2

2x+1

}

, then
√

2 − x is an upper

bound for S. [See the definition in Exercise 5.1(c).]

Proof. Let 1
n
∈ S. Then you have,

(

x +
1

n

)2

= x2+
1

n

(

2x +
1

n

)

≤ x2+
1

n
(2x+1) < x2+2−x2 = 2.

On taking the positive square root of both sides, it follows that
x + 1

n ≤
√

2 and so 1
n ≤
√

2− x, completing the proof.

a. What key question did the author ask and what was the answer?

b. Where and how did the author use the choose method?

c. In the first sentence, the author states that 1
n ∈ S. How does the author

know that there is such an element in S? Explain.

d. In the first sentence, the author states that 1
n ∈ S. As a result of the

defining property of S, this means that n ≥ 1 and 1
n < 2−x2

2x+1 . Where
does the author use this information?

W 5.21 Prove that, if f(x) = (x− 1)2 and g(x) = x +1, then g ≥ f on the set
S = {real numbers x : 0 ≤ x ≤ 3}. [See the definition in Exercise 5.1(b).]

W5.22 Prove that, if a and b are real numbers, then the set C = {real numbers x :
ax ≤ b} is a convex set. [See the definition in Exercise 5.2(b).]

5.23 Prove that, if a, b, and c are real numbers with a ≥ 0, then the function
f(x) = ax2 + bx + c satisfies the property that for all real numbers x and y,
f(x) ≥ f(y) + (2ay + b)(x− y).

5.24 Prove that, for all real numbers a and b, at least one of which is not
0, a2 + ab + b2 > 0. (Hint: Use the fact that a2 + b2 > (a2 + b2)/2.)

5.25 Use the result in Exercise 5.24 to prove that the function f(x) = x3 is
strictly increasing. [See the definition in Exercise 5.2(a).]

∗5.26 Prove that, if m and b are real numbers and f is the function defined
by f(x) = mx + b, then f is convex. [See the definition in Exercise 5.2(c).]
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Quantifiers III:

Specialization

The previous two chapters illustrate how to proceed when a quantifier appears
in the statement B. A method is introduced in this chapter for working
forward from a statement that contains the universal quantifier “for all.”

6.1 HOW TO USE SPECIALIZATION

When the statement A contains the quantifier “for all” in the standard form:

A: For all “objects” with a “certain property,”
“something happens,”

one typical method emerges for working forward from A—specialization.
In general terms, specialization works as follows. As a result of assuming A
is true, you know that, for all objects with the certain property, something
happens. If, at some point, you were to come across one of these objects that
does have the certain property, then you can use the information in A by being
able to conclude that, for this particular object, the something does indeed
happen. That fact should help you to conclude that B is true. In other words,
you will have specialized the statement A to one particular object having the
certain property.

To illustrate the idea of specialization in a more tangible way, suppose you
know that

A: All cars with 4 cylinders get good gas mileage.

69
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In this statement, you can identify the following three items:

Objects:
Certain property:
Something happens:

cars.
with 4 cylinders.
get good gas mileage.

Suppose that you are interested in buying a car that gets good gas mileage,
so your objective is

B: To buy a car that gets good gas mileage.

You can work forward from the information in A by specialization to establish
B as follows. Suppose you are in a dealer’s lot one day and you see a particular
car that you like. Talking with the salesperson, suppose you verify that the
car has 4 cylinders. Recalling that the foregoing statement A is assumed to
be true, you can use this information to conclude that

A1: This particular car gets good gas mileage.

In other words, you have specialized the for-all statement in A to one particular
object with the certain property.

If you analyze this example in detail, you can identify the following steps
associated with applying specialization to a forward statement of the form:

A: For all “objects” with a “certain property,”
“something happens.”

Steps for Using Specialization

1. Identify, in the for-all statement, the object and its type, the certain
property, and the something that happens.

2. Look for one particular object with the certain property that you can
apply specialization to.

3. Conclude, by writing a new statement in the forward process, that the
something happens for this particular object.

The following example demonstrates the proper use of specialization. To that
end, suppose you know that

A: For all real numbers x, y ≥ 0, x + y ≥ 2
√

xy.

In the foregoing statement, you can identify the objects (real numbers x
and y), the certain property (being ≥ 0), and the something that happens
(x + y ≥ 2

√
xy). You can therefore specialize this statement to any two

real numbers that are ≥ 0 (that is, objects with the certain property). For
example, the result of specializing A to x = 3 and y = 27 is

A1: 3 + 27 ≥ 2
√

3(27), or equivalently, 30 ≥ 18.
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Alternatively, for given real numbers a and b, the result of specializing A
to x = a2 ≥ 0 and y = b2 ≥ 0 is

A2: a2 + b2 ≥ 2
√

ab.

Specialization is now used in a complete proof.

Definition 14 A real number u is an upper bound for a set of real numbers
T if and only if for all elements t ∈ T , t ≤ u.

Proposition 8 If R is a subset of a set S of real numbers and u is an upper
bound for S, then u is an upper bound for R.

Analysis of Proof. The forward-backward method gives rise to the key
question, “How can I show that a real number (namely, u) is an upper bound
for a set of real numbers (namely, R)?” Definition 14 is used to answer the
question. Thus it must be shown that

B1: For all elements r ∈ R, r ≤ u.

The appearance of the quantifier “for all” in the backward process suggests
proceeding with the choose method, whereby one chooses

A1: An element, say r, in R,

for which it must be shown that

B2: r ≤ u.

(Here, the symbol r is used both for the chosen object in A1 and the general
object in the for-all statement in B1, though they have different meanings.)

Turning now to the forward process, you will see how specialization is used
to reach the conclusion that r ≤ u in B2. From the hypothesis that R is a
subset of S, and by Definition 12 on page 55, you know that

A2: For each element x ∈ R, x ∈ S.

Recognizing the keywords “for each” in the forward process, you should con-
sider using specialization. According to the discussion preceding Proposition
8, the first step in doing so is to identify, in A2, the object with its type
(element x ∈ R), the certain property (there is none) and the something that
happens (x ∈ S). Next, you must look for one particular object with the
certain property with which to specialize. Recall call that, as a result of the
backward process, you chose the particular element r ∈ R (see A1). The
final step of specialization is to conclude, by writing a new statement in the
forward process, that the something in A2 happens for the particular object
r ∈ R. In this case, specialization of A2 allows you to conclude that

A3: r ∈ S.
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The proof is not yet complete because the last statement in the backward
process (B2) has not yet been reached in the forward process. To do so,
continue to work forward. For example, from the hypothesis you know that
u is an upper bound for S. By Definition 14 this means that

A4: For every element s ∈ S, s ≤ u.

Once again, the appearance of the quantifier “for every” in the forward process
suggests using specialization. Accordingly, identify, in A4, the object with its
type (element s ∈ S), the certain property (there is none), and the something
that happens (s ≤ u). Now look for one particular object with the certain
property with which to apply specialization. The same element r chosen in
A1 serves the purpose noting, from A3, that r ∈ S. Specialization then allows
you to conclude that, for this particular object r ∈ S, the something in A4
happens, so

A5: r ≤ u.

The proof is now complete because A5 is the last statement obtained in the
backward process (see B2).

In the condensed proof that follows, note the lack of reference to the
forward-backward, choose, and specialization methods.

Proof of Proposition 8. To show that u is an upper bound for R, let
r ∈ R. (The word “let” here indicates that the choose method is used.) By
hypothesis, R ⊆ S and so r ∈ S. (Here is where specialization is used.)
Furthermore, by hypothesis, u is an upper bound for S, thus, every element
in S is ≤ u. In particular, r ∈ S, so r ≤ u. (Again specialization is used.)

When using specialization, be careful to keep your notation and symbols
in order. Doing so involves a correct “matching up of notation,” similar to
what you learned in Chapter 3 when using definitions. To illustrate, suppose
you are going to apply specialization to a statement of the form:

A: For all objects X with a certain property,
something happens.

When looking for a particular object, say Y , with which to specialize, it is
necessary to verify that Y satisfies the certain property in A. To do so, replace
X with Y everywhere in the certain property in A and see if the resulting
condition is true. Similarly, when concluding that the particular object Y
satisfies the something that happens in A, again replace X everywhere with Y
in the something that happens to obtain the correct statement in the forward
process. (This is done when writing statements A3 and A5 in the foregoing
analysis of the proof of Proposition 8.) Be careful of overlapping notation,
for example, when the particular object you have identified has precisely the
same symbol as the one in the for-all statement you are specializing.
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6.2 READING A PROOF

The process of reading and understanding a proof that uses specialization is
demonstrated with the following proposition.

Definition 15 A real number u is a least upper bound for a set S of real
numbers if and only if (1) u is an upper bound for S and (2) for every upper
bound v for S, u ≤ v.

Proposition 9 If v∗ and w∗ are least upper bounds for a set T , then v∗ = w∗.

Proof of Proposition 9. (For reference purposes, each sentence of the
proof is written on a separate line.)

S1: From the hypothesis, both v∗ and w∗ are upper bounds for T .
S2: Because v∗ is a least upper bound for T , v∗ ≤ u, for any upper

bound u for T .
S3: In particular, w∗ is an upper bound for T , so v∗ ≤ w∗.
S4: Similarly, w∗ is a least upper bound for T and, because v∗ is

an upper bound for T , w∗ ≤ v∗.
S5: It now follows that v∗ = w∗.

The proof is now complete.

Analysis of Proof. An interpretation of statements S1 through S5 follows.

Interpretation of S1: From the hypothesis, both v∗ and w∗ are upper bounds
for T .

The author is working forward from the hypothesis using part (1) of the
definition of a least upper bound to claim that

A1: v∗ and w∗ are upper bounds for T .

When reading a proof, it is advisable to determine where the author is
heading. To do so, work backward from B yourself. In this case, you are led
to the key question, “How can I show that two real numbers (namely, v∗ and
w∗) are equal?” Read forward in the proof to see how the author answers this
question. From S3 and S4, the answer in this case is to show that

B1: v∗ ≤ w∗ and w∗ ≤ v∗.

Interpretation of S2: Because v∗ is a least upper bound for T , v∗ ≤ u, for
any upper bound u for T .

The author is continuing to work forward by stating part (2) of the defini-
tion of a least upper bound applied to v∗; that is,

A2: For every upper bound u for T , v∗ ≤ u.

Interpretation of S3: In particular, w∗ is an upper bound for T , so v∗ ≤ w∗.
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It is here that specialization is applied to the for-all statement in A2, indi-
cated by the words “in particular.” Specifically, A2 is specialized to the value
u = w∗, which is an upper bound for T (see A1). The result of specialization,
as the author claims is S3, is

A3: v∗ ≤ w∗.

Interpretation of S4: Similarly, w∗ is a least upper bound for T and, because
v∗ is an upper bound for T , w∗ ≤ v∗.

The author is using the same analysis as in S3 but, this time, applied to
the least upper bound w∗ and the upper bound v∗ for T . The result of this
specialization is that

A4: w∗ ≤ v∗.

Interpretation of S5: It now follows that v∗ = w∗, and so the proof is
complete.

The author is working forward by combining v∗ ≤ w∗ from A3 and w∗ ≤ v∗

from A4 to claim correctly that v∗ = w∗. Finally, the author states that the
proof is complete, which is true because the conclusion B has been established.

Summary

You now have various techniques for dealing with quantifiers that can appear
in either A or B. As always, let the form of the statement guide you. When B
contains the quantifier “there is,” the construction method is used to produce
the desired object. The choose method is associated with the quantifier “for
all” in the backward process. Finally, if the quantifier “for all” appears in the
forward process, use specialization. To do so, follow these steps:

1. Identify, in the for-all statement, the object with its type, the certain
property, and the something that happens.

2. Look for one particular object with the certain property that you can
apply specialization to. (This object often arises as a result of the back-
ward process, especially when the choose method is used.)

3. Conclude, by writing a new statement in the forward process, that the
something happens for this one particular object.

It is common to confuse the choose method with the specialization method.
Use the choose method when you encounter the keywords “for all” in the
backward process; use specialization when the keywords “for all” arise in the
forward process. Another way to say this is to use the choose method when
you want to show that “for all objects with a certain property, something
happens”; use specialization when you know that “for all objects with a certain
property, something happens.”
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All of the statements thus far have contained only one quantifier. In the
next chapter you will learn what to do when statements contain more than
one quantifier.

Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

Note: All proofs should contain an analysis of proof and a condensed version.
Definitions for all mathematical terms are provided in the glossary at the end
of the book.

W6.1 Suppose you want to specialize the statement that “for every object with
a certain property, something happens” to the particular object Y . Explain
why you need to show that Y has the certain property before you can do so.

W 6.2 Suppose you are working backward and want to show that, for a partic-
ular object Y with a certain property P , S happens. When and how can you
reach this conclusion by working forward from the statement that, for every
object X with a certain property Q, T happens? State your answer in terms
of the objects, the certain properties, and the somethings that happen.

W 6.3 For each definition in Exercise 5.1 on page 63, explain how you would
work forward from the associated for-all statement. For example, to work
forward from the for-all statement in Exercise 5.1(b), (1) look for a specific
element, say y, with which to apply specialization, (2) show that y ∈ S, and
(3) conclude that g(y) ≥ f(y) as a new statement in the forward process.

6.4 For each definition in Exercise 5.2 on page 63, explain how you would
work forward from the associated for-all statement.

6.5 Would you use specialization to prove each of the following statements?
Why or why not? Explain.

a. If a, b, and c are real numbers for which there is a real number x 6= 0
such that ax2 + bx + c = 0, then cx2 + bx + a has a rational root.

b. If a and b are real numbers with a < 0 and y = −b/(2a), then for all
real numbers x, ax2 + bx ≤ ay2 + by.

c. If a 6= 0 and b are real numbers and y = −b/(2a) satisfies the property
that, for all real numbers x, ax2 + bx ≤ ay2 + by, then a < 0.

d. If f is a real-valued function such that, for all real numbers x, y, and
t with 0 ≤ t ≤ 1, f(tx + (1 − t)y) ≤ tf(x) + (1 − t)f(y), then the set
C = {real numbers x : f(x) ≤ 0} is a convex set.
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6.6 For each of the following for-all statements, what properties must the
given object satisfy so that you can apply specialization? Given that the
object does satisfy those properties, what can you conclude about the object?

a. Statement: For all prime numbers p, p + 7 is composite.
Given object: An integer m.

b. Statement: For all elements x > 0 in a set S of real numbers, x is
a root of the polynomial p(x).

Given object: A real number y.

c. Statement: Every triangle ABC with sides of length a = BC ,
b = CA, and c = AB satisfies c2 = a2+b2−2ab cos(C).

Given object: The isosceles right triangle ABC whose legs a = BC
and b = CA are both equal to m.

d. Statement: For all pairs of equilateral triangles ABC and DEF , if
one side of triangle ABC is parallel to one side of trian-
gle DEF , then the other two sides of triangle ABC are
parallel to the corresponding sides of triangle DEF .

Given object: The triangle CDE whose side DE is parallel to side
DA of triangle FDA.

W 6.7 To what specific object could you specialize each of the following for-all
statements so that the result of specialization leads to the desired conclusion?
Verify that the object to which you are applying specialization satisfies the
certain property in the for-all statement so that you can apply specialization.

a. For-all statement: For all angles α and β, sin(α + β) =
sin(α) cos(β) + cos(α) sin(β).

Desired conclusion: For a particular angle X, sin(2X) =
2 sin(X) cos(X).

b. For-all statement: For any sets S and T , (S∪T )c = Sc∩T c (where
Xc is the complement of the set X).

Desired conclusion: For two sets A and B, (A ∩B)c = Ac ∪Bc.

∗6.8 To what specific object could you specialize each of the following for-all
statements so that the result of specialization leads to the desired conclusion?
Verify that the object to which you are applying specialization satisfies the
certain property in the for-all statement so that you can apply specialization.

a. For-all statement: f is a function of one variable such that, for
all real numbers x, y, and t with 0 ≤ t ≤ 1,
f(tx + (1− t)y) ≤ tf(x) + (1− t)f(y).

Desired conclusion: the function f satisfies
f(1/2) ≤ (f(0) + f(1))/2.
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b. For-all statement: For all real numbers c and d for which c2 ≥ d2,√
c2 − d2 ≤ c.

Desired conclusion: For the real numbers a, b ≥ 0,
√

ab ≤ (a+b)/2.

∗6.9 Answer the given questions about the following proof that, “If f is a
convex function and y is a real number, then C = {real numbers x : f(x) ≤ y}
is a convex set (see the definitions in Exercise 5.2(b) and (c) on page 63).

Proof. Let a, b ∈ C, and t be a real number with 0 ≤ t ≤ 1.
Because f is convex, f(ta + (1 − t)b) ≤ tf(a) + (1 − t)f(b).
Furthermore, f(a) ≤ y and f(b) ≤ y and hence it follows that
tf(a)+(1−t)f(b) ≤ ty+(1−t)y = y. Thus, f(ta+(1−t)b) ≤ y
and so ta + (1− t)b ∈ C.

a. Explain what the author is doing in the first sentence of the proof. What
techniques have been used?

b. Where and how is specialization used?

c. Why is the author justified in saying that f(a) ≤ y and f(b) ≤ y?

W 6.10 What, if anything, is wrong with the following proof of the statement,
“If R is a nonempty subset of a set S of real numbers and R is convex (see
the definition in Exercise 5.2(b) on page 63), then S is convex?”

Proof. To show that S is a convex set, let x, y ∈ S, and t be
a real number with 0 ≤ t ≤ 1. Because R is a convex set, by
definition, for any two elements u and v in R, and for any real
number s with 0 ≤ s ≤ 1, su + (1 − s)v ∈ R. In particular,
for the specific elements x and y, and for the real number t, it
follows that tx + (1− t)y ∈ R. Because R ⊆ S, it follows that
tx + (1 − t)y ∈ S and so S is convex.

∗6.11 What, if anything, is wrong with the following proof of the statement,
“If a, b, and c are real numbers with a < 0 and x∗ is a maximizer of the
function f(x) = ax2 + bx + c (see the definition in Exercise 5.1(a) on page
63), then for every real number ε > 0, ε ≤ (2ax∗ + b)/a?”

Proof. Let ε > 0. It will be shown that ε ≤ (2ax∗ + b)/a.
Because x∗ is a maximum of f , by definition, for every real
number x, f(x∗) ≥ f(x). Thus, for x = x∗ − ε, you have that

a(x∗)2 + bx∗ + c ≥ a(x∗ − ε)2 + b(x∗ − ε) + c
= a(x∗)2 + bx∗ + c− (b + 2ax∗)ε + aε2.
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Subtracting a(x∗)2 + bx∗ + c from both sides and dividing by
ε > 0, it follows that

aε− (b + 2ax∗) ≤ 0.

The result that ε ≤ (2ax∗ + b)/a follows by adding b + 2ax∗ to
both sides of the foregoing inequality and dividing by a.

∗6.12 Identify two errors in the following proof of the statement, “If f is a
convex function (see the definition in Exercise 5.2(c) on page 63), then for all
real numbers a1, a2, a3 with a1 + a2 + a3 = 1 and 1 − a3 > 0, it follows that
f(a1x1 + a2x2 + a3x3) ≤ a1f(x1) + a2f(x2) + a3f(x3).”

Proof. Let a1, a2, a3 be real numbers with a1 + a2 + a3 = 1
and 1 − a3 > 0. Now, because f is a convex function, by
definition, for all real numbers x, y, and t with 0 ≤ t ≤ 1,
f(tx + (1 − t)y) ≤ tf(x) + (1 − t)f(y). In particular, for
t = 1− a3 > 0, x = a1

1−a3

x1 + a2

1−a3

x2 and y = x3, you have

f(tx + (1− t)y) = f
(

(1− a3)
[

a1

1−a3

x1 + a2

1−a3

x2

]

+ a3x3

)

≤ (1 − a3)f
(

a1

1−a3

x1 + a2

1−a3

x2

)

+ a3f(x3).

Now let t = a1

1−a3

and note that, because a1 + a2 + a3 = 1,
1 − t = 1− a1

1−a3

= a2

1−a3

. Thus, from the convexity of f with
x = x1 and y = x2, you have

f
(

a1

1−a3

x1 + a2

1−a3

x2

)

≤ a1

1−a3

f(x1) + a2

1−a3

f(x2).

Multiplying both sides of the foregoing inequality by 1−a3 > 0
and combining the result with the previous inequality yields
the desired conclusion that f(a1x1 +a2x2 +a3x3) ≤ a1f(x1)+
a2f(x2) + a3f(x3).

W 6.13 For sets R, S, and T , prove that, if R ⊆ S and S ⊆ T , then R ⊆ T .

6.14 Prove that, if a and b are real numbers such that for every integer
n > 0, a ≤ b + 1

n
, then for all real numbers ε > 0, a ≤ b + ε.

6.15 Prove that, if for all real numbers x and y, |x + y| ≤ |x|+ |y|, then
for all real numbers x, y, and z, |x − z| ≤ |x − y| + |y − z|. (Be careful of
overlapping notation.)

W6.16 For functions f, g, and h, prove that, if f ≥ g on a set S of real
numbers (see the definition in Exercise 5.1(b) on page 63) and g ≥ h on S,
then f ≥ h on S.
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6.17 Prove that, if the real numbers u and v are upper bounds, respectively,
for the set S of real numbers and the set −S = {−x : x ∈ S} and v ≥ u, then
for every element x ∈ S, |x| ≤ v.

6.18 For real numbers u and v, prove that, if u is an upper bound for a set
S of real numbers and u ≤ v, then v is an upper bound for S.

W 6.19 Prove that, if S and T are convex sets (see the definition in Exercise
5.2(b) on page 63), then S ∩ T is a convex set.

W6.20 Prove that, if f is a convex function (see the definition in Exercise
5.2(c) on page 63), then for all real numbers s ≥ 0, the function sf is convex
[where the value of the function sf at any point x is sf(x)].

6.21 For functions f and g of one variable, prove that, if g ≥ f on the set
of real numbers and x∗ is a maximizer of g (see the definitions in Exercise
5.1(a) and (b) on page 63), then for every real number x, f(x) ≤ g(x∗) .

∗6.22 Suppose that a, b, and c are real numbers with a 6= 0. Prove that, if
x∗ = −b/(2a) is a maximizer of the function f(x) = ax2 + bx+ c (see Exercise
5.1(a) on page 63), then a < 0. (Hint: Specialize x to x∗ + ε, where ε > 0.)

W 6.23 Write an analysis of proof that corresponds to the condensed proof
given below. Indicate which techniques are used and how they are applied.
Fill in the details of any missing steps, where appropriate.

Proposition. If R is subset of a set S of real numbers and if
f and g are functions for which g ≥ f on S (see the definition
in Exercise 5.1(b) on page 63), then g ≥ f on R.

Proof. To show that g ≥ f on R, let x ∈ R. Because R
is a subset of S, every element r ∈ R is in S. In particular,
x ∈ R, so x ∈ S. Also, because g ≥ f on S, it follows that,
for every element s ∈ S, g(s) ≥ f(s). In particular, x ∈ S, so
g(x) ≥ f(x).

6.24 Write an analysis of proof that corresponds to the condensed proof
given below. Indicate which techniques are used and how they are applied.
Fill in the details of any missing steps, where appropriate.

Proposition. If f and g are convex functions (see the defi-
nition in Exercise 5.2(c) on page 63), then f + g is a convex
function.

Proof. To see that f + g is convex, let x, y, and t be real
numbers with 0 ≤ t ≤ 1. Then, because f is convex, it follows
that

f(tx + (1− t)y) ≤ tf(x) + (1 − t)f(y) (i)
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Likewise, because g is convex,

g(tx + (1− t)y) ≤ tg(x) + (1− t)g(y) (ii)

Adding (i) and (ii) yields that

f(tx+(1−t)y)+g(tx+(1−t)y) ≤ t[f(x)+g(x)]+(1−t)[f(y)+g(y)].

Thus, f + g is convex and the proof is complete.

∗6.25 Write an analysis of proof that corresponds to the condensed proof
given below. Indicate which techniques are used and how they are applied.
Fill in the details of any missing steps, where appropriate.

Proposition. If f is a convex function (see the definition in
Exercise 5.2(c) on page 63), then for all real numbers x1, x2, x3,
a1, a2, and a3 with a1, a2, a3 ≥ 0 and a1+a2+a3 = 1, it follows
that f(a1x1 + a2x2 + a3x3) ≤ a1f(x1) + a2f(x2) + a3f(x3).

Proof. Let a1, a2, a3 ≥ 0 be real numbers with a1+a2+a3 = 1.
If a3 = 1, then a1 = a2 = 0 and so the conclusion is true. Thus,
it can be assumed that 1− a3 > 0. Now because f is a convex
function, by definition, for all real numbers x, y, and t with
0 ≤ t ≤ 1, f(tx+(1− t)y) ≤ tf(x)+(1− t)f(y). In particular,
for t = 1−a3 > 0, x = a1

1−a3

x1 + a2

1−a3

x2, and y = x3, it follows
that

f(tx + (1− t)y) = f
(

(1− a3)
[

a1

1−a3

x1 + a2

1−a3

x2

]

+ a3x3

)

≤ (1− a3)f
(

a1

1−a3

x1 + a2

1−a3

x2

)

+ a3f(x3)

Now let t = a1

1−a3

≥ 0 and note that, because a1 + a2 + a3 = 1,
1 − t = 1 − a1

1−a3

= a2

1−a3

≥ 0. Thus, from the convexity of f
with x = x1 and y = x2, you have

f
(

a1

1−a3

x1 + a2

1−a3

x2

)

≤ a1

1−a3

f(x1) + a2

1−a3

f(x2).

Multiplying both sides of the foregoing inequality by 1−a3 > 0
and combining the result with the previous inequality yields
the desired conclusion that f(a1x1 +a2x2 +a3x3) ≤ a1f(x1)+
a2f(x2) + a3f(x3).



7
Quantifiers IV:

Nested Quantifiers

The statements in the previous three chapters contain only one quantifier–
either “there is” or “for all.” You will now learn what to do when statements
contain more than one quantifier–that is, when there are nested quantifiers.

7.1 UNDERSTANDING STATEMENTS WITH

NESTED QUANTIFIERS

The use of nested quantifiers is illustrated in the following statement contain-
ing both “for all” and “there is”:

S1: For all real numbers x with 0 ≤ x ≤ 1, there is a real
number y with −1 ≤ y ≤ 1 such that x + y2 = 1.

When reading, writing, or processing such statements, always work from left
to right. For the foregoing statement S1, the first quantifier encountered from
the left is “for all.” For that quantifier, identify the following components:

Object: real number x.
Certain property: 0 ≤ x ≤ 1.
Something happens: there is a real number y with −1 ≤ y ≤ 1

such that x + y2 = 1.

The something that happens in this case contains the nested quantifier “there
is,” for which you can then identify the following components:

81
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Object: real number y.
Certain property: −1 ≤ y ≤ 1.
Something happens: x + y2 = 1.

As another example of nested quantifiers, suppose that T is a set of real
numbers and consider the statement:

S2: There is a real number M > 0 such that, for all elements
x ∈ T , x < M .

In S2, the quantifier “there is” is the first one encountered when reading from
the left. Associated with that quantifier are the following three components:

Object: real number M .
Certain property: M > 0.
Something happens: for all elements x ∈ T , x < M .

The something that happens in this case contains the nested quantifier “for
all,” for which you can identify the following components:

Object: element x ∈ T .
Certain property: none.
Something happens: x < M .

It is important to realize that the order in which the quantifiers appear is
critical to the meaning of the statement. For example, compare the foregoing
statement S2 with the following statement:

S3: For all real numbers M > 0, there is an element x ∈ T
such that x < M .

S3 states that, for each positive real number M , you can find a (possibly
different) element x ∈ T for which x < M . Note that the element x may
depend on the value of M ; that is, if the value of M is changed, the value of
x may change. In contrast, S2 says that there is a positive real number M
such that, no matter which element x you choose in T , x < M . It should be
clear that S2 and S3 are not the same.

Statements can have any number of quantifiers, as illustrated in the fol-
lowing example containing three nested quantifiers (in which f is a function
of one real variable):

S4: For every real number ε > 0, there is a real number δ > 0
such that, for all real numbers x and y with |x − y| < δ,
|f(x)− f(y)| < ε.
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Applying the principle of working from left to right, associated with the first
quantifier “for all” in S4 you should identify:

Object: real number ε.
Certain property: ε > 0.
Something happens: there is a real number δ > 0 such that, for

all real numbers x and y with |x − y| < δ,
|f(x) − f(y)| < ε.

The something that happens in this case contains the nested quantifiers “there
is” and “for all.” Working from left to right once again, identify the three
components associated with the quantifier “there is”:

Object: real number δ.
Certain property: δ > 0.
Something happens: for all real numbers x and y with |x−y| < δ,

|f(x) − f(y)| < ε.

The three components of the last nested quantifier “for all” in the foregoing
something that happens are:

Objects: real numbers x and y.
Certain property: |x− y| < δ.
Something happens: |f(x) − f(y)| < ε.

When writing statements, it is important that all symbols be defined be-
forehand or by using an appropriate quantifier, for otherwise, a syntax error
occurs. To illustrate, suppose that a and b are integers for which a divides b.
Using Definition 1, you might then write the following statement:

A1: b = ca.

The foregoing statement A1 contains a syntax error because, while the symbols
a and b are known to be integers, the symbol c is undefined. The correct way
to write the foregoing statement is:

A1: There is an integer c such that b = ca.

In summary, when writing statements, make sure that all symbols are properly
defined using appropriate quantifiers, when necessary.

7.2 USING PROOF TECHNIQUES WITH NESTED QUANTIFIERS

When a statement in the forward or backward process contains nested quanti-
fiers, apply appropriate techniques (construction, choose, and specialization)
based on the order in which the quantifiers appear from left to right in the
statement. To illustrate, suppose you want to show that the foregoing state-
ment S2 is true; that is, you want to show that
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B: There is a real number M > 0 such that, for all elements
x ∈ T , x < M .

Because statement B is in the backward process and the first quantifier en-
countered from the left is “there is,” the construction method is the correct
proof technique to use first. Thus, you should turn to the forward process in
an attempt to construct a real number M > 0. Suppose you have done so.
According to the construction method, you must show that the value of M
you constructed satisfies the something that happens in B; that is, you must
show that

B1: For all elements x ∈ T , x < M .

When trying to show that B1 is true, you should apply the choose method
because of the appearance of the quantifier “for all” in the backward process.
In this case, you would choose

A1: An element x ∈ T ,

for which it must be shown that

B2: x < M .

Applying appropriate techniques to nested quantifiers is illustrated again
in the proof of the following proposition.

Definition 16 A function f from the set of real numbers to the set of real
numbers is onto (or surjective) if and only if for every real number y there
is a real number x such that f(x) = y.

Proposition 10 If m and b are real numbers with m 6= 0, then the function
f(x) = mx + b is onto.

Analysis of Proof. The forward-backward method is used to begin the
proof because the hypothesis A and the conclusion B do not contain keywords
(such as “for all” or “there is”). Working backward, you are led to the key
question, “How can I show that a function (namely, f(x) = mx + b) is onto?”
Using Definition 16 with f(x) = mx + b, you must show that

B1: For every real number y, there is a real number x such that
mx + b = y.

The statement B1 contains nested quantifiers. In deciding which proof tech-
nique to apply next, observe that the quantifier “for all” is the first one en-
countered from the left. Thus, use the choose method (because the keywords
“for all” appear in the backward process). Accordingly, you should choose

A1: A real number y,

for which it must be shown that
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B2: There is a real number x such that mx + b = y.

Recognizing the keywords “there is” in the backward statement B2, you
should now proceed with the construction method. To that end, turn to the
forward process in an attempt to construct the desired real number x.

Looking at the fact that you want mx + b = y and observing that m 6= 0
by the hypothesis, you might produce this statement:

A2: Construct the real number x = (y − b)/m.

Recall that with the construction method you must show that the object you
construct satisfies the certain property and the something that happens (in
B2). Thus you must show that

B3: mx + b = y.

But, from A2, the proof is complete because

A3: mx + b = m[(y − b)/m] + b = (y − b) + b = y.

In the condensed proof that follows, observe that the names of the tech-
niques are omitted. Note also that several steps in the foregoing analysis-of-
proof are combined into a single statement.

Proof of Proposition 10. To show that f is onto, let y be a real number.
(The word “let” here indicates that the choose method is used.) By hypoth-
esis, m 6= 0, so let x = (y − b)/m. (Here, the word “let” indicates that the
construction method is used.) You can now see that f(x) = mx + b = y.

7.3 READING A PROOF

The process of reading a proof is demonstrated with the following proposition.

Proposition 11 If a, b, and c are real numbers with a < 0, then there is a
real number y such that for every real number x, ax2 + bx + c ≤ y.

Proof of Proposition 11. (For reference purposes, each sentence of the
proof is written on a separate line.)

S1: Let y = 4ac−b2

4a .
S2: For a real number x, you have that

ax2 + bx + c = a

(

x +
b

2a

)2

+
4ac− b2

4a
.

S3: Now, because a < 0, ax2 + bx + c ≤ 4ac−b2

4a = y.

The proof is now complete.
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Analysis of Proof. An interpretation of statements S1 through S3 follows.

Interpretation of S1: Let y = 4ac−b2

4a .
The author recognizes the first quantifier “there is” in the conclusion B

and is therefore using the construction method to construct the following
value (without explaining where this value comes from):

A1: y = 4ac−b2

4a .

Interpretation of S2: For a real number x, you have that

ax2 + bx + c = a

(

x +
b

2a

)2

+
4ac− b2

4a
.

The author is following the construction method and is showing that the
value of y in A1 satisfies the something that happens associated with the
quantifier “there is” in B; namely, that

B1: For all real numbers x, ax2 + bx + c ≤ y.

Recognizing the quantifier “for all” in the backward statement B1, the author
uses the choose method, as indicated by the words, “For a real number x . . ..”
In other words, the author chooses

A2: A real number x,

for which it must be shown that

B2: ax2 + bx + c ≤ y.

In showing that B2 is true, the author first establishes the following statement
in S2, omitting several algebraic steps:

A3: It follows that:

ax2 + bx + c = a
(

x2 + b
ax + b2

4a2

)

+ c− b2

4a

= a
(
x + b

2a

)2
+ 4ac−b2

4a .

Interpretation of S3: Now, because a < 0, ax2 + bx + c ≤ 4ac−b2

4a
= y.

The author is working forward from the first term on the right side of

A3. Specifically, the author notes that a
(
x + b

2a

)2 ≤ 0 because a < 0 by

hypothesis and
(
x + b

2a

)2 ≥ 0 and therefore

A4: ax2 + bx + c ≤ 4ac−b2

4a
.

Finally, the author uses the fact that 4ac−b2

4a
= y, from A1. This completes

both the choose and the construction methods, and so the proof is finished.
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Summary

When statements contain nested quantifiers, follow these steps:

1. For each quantifier encountered from left to right, identify the object,
the certain property, and the something that happens.

2. Apply the appropriate construction, choose, and specialization methods
based on the order of the quantifiers as they appear from left to right.

In Chapters 9 and 10 you will learn two new techniques for showing that
“A implies B.” Those techniques require the material in Chapter 8.

Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

Note: All proofs should contain an analysis of proof and a condensed version.
Definitions for all mathematical terms are provided in the glossary at the end
of the book.

W 7.1 Identify the object, the certain property, and the something that hap-
pens for each of the quantifiers as they appear from left to right in each of
the following definitions.

a. The function f of one real variable is bounded above if and only if
there is a real number y such that, for every real number x, f(x) ≤ y.

b. A set of real numbers S is bounded if and only if there is a real number
M > 0 such that, ∀ element x ∈ S, |x| < M .

c. The function f of one real variable is continuous at the point x if
and only if, for every real number ε > 0, there is a real number δ > 0
such that, for all real numbers y with |x− y| < δ, |f(x)− f(y)| < ε.

d. Suppose that x1, x2, . . . and x are real numbers. The sequence x1, x2, . . .
converges to x if and only if ∀ real numbers ε > 0, ∃ an integer j ≥ 1
⊃− ∀ integer k with k > j, |xk − x| < ε.

7.2 Rewrite each the following statements introducing appropriate notation
and using nested quantifiers.

a. For a set S of real numbers, no matter which element is chosen in the
set, you can find another element in the set that is strictly larger.

b. A given function of one real variable has the property that the absolute
value of all values of the function is always less than some number.
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W 7.3 Are each of the following pairs of statements the same; that is, are these
two statements both true? Why or why not?

a. S1 : For all real numbers x with 0 ≤ x ≤ 1, for all real
numbers y with 0 ≤ y ≤ 2, 2x2 + y2 ≤ 6.

S2 : For all real numbers y with 0 ≤ y ≤ 2, for all real
numbers x with 0 ≤ x ≤ 1, 2x2 + y2 ≤ 6.

b. S1 : For all real numbers x with 0 ≤ x ≤ 1, for all real
numbers y with 0 ≤ y ≤ 2x, 2x2 + y2 ≤ 6.

S2 : For all real numbers y with 0 ≤ y ≤ 1, for all real
numbers x with 0 ≤ x ≤ 2y, 2x2 + y2 ≤ 6.

c. Based on your answer to parts (a) and (b), when is the statement, “For
all objects X with a certain property P and for all objects Y with a
certain property Q, something happens,” the same as the statement,
“For all objects Y with the property Q and for all objects X with the
property P , something happens”?

7.4 Are each of the following pairs of statements the same; that is, are these
two statements both true? Why or why not?

a. S1 : There is a real number x ≥ 2 such that there is a
real number y ≥ 1 such that x2 + 2y2 < 9.

S2 : There is a real number y ≥ 1 such that there is a
real number x ≥ 2 such that x2 + 2y2 < 9.

b. S1 : There is a real number 0 ≤ x ≤ 1 such that there is
a real number 0 ≤ y ≤ 2x such that 2x2 + y2 > 6.

S2 : There is a real number 0 ≤ y ≤ 1 such that there is
a real number 0 ≤ x ≤ 2y such that 2x2 + y2 > 6.

c. Based on your answers to parts (a) and (b), when is the statement,
“There is an object X with a certain property P such that there is
an object Y with a certain property Q such that something happens,”
the same as the statement, “There is an object Y with the property Q
such that there is an object X with the property P such that something
happens”?

W 7.5 Explain how to work backward from each of the following statements.
Which proof techniques would you use and in which order? How would you
apply those techniques?

a. For all objects X with a certain property P , there is an object Y with
a certain property Q such that something happens.

b. There is an object X with a certain property P such that, for all objects
Y with a certain property Q, something happens.
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W 7.6 Explain how to work forward from each of the following statements.
Which proof techniques would you use and in which order? How would you
apply those techniques?

a. For all objects X with a certain property P , there is an object Y with
a certain property Q such that something happens.

b. There is an object X with a certain property P such that, for all objects
Y with a certain property Q, something happens.

7.7 For each of the following statements in the backward process, indicate
which techniques you would use (construction and choose) and in which order.
Also, explain how you would apply the techniques to the particular problem;
that is, what would you construct, what would you choose, and so on?

a. There is a real number M > 0 such that, for all elements x in the set T
of real numbers, |x| ≤M .

b. For all real numbers M > 0, there is an element x in the set T of real
numbers such that |x| > M .

c. ∀ real numbers ε > 0, ∃ a real number δ > 0 ⊃− ∀ real numbers x and
y with |x− y| < δ, |f(x) − f(y)| < ε (where f is a function of one real
variable).

7.8 When working forward from each of the statements in the previous
exercise, indicate which techniques you would use and in which order. Explain
how you would apply those techniques to the particular problem.

7.9 For each of the following propositions, ask and answer an appropriate
key question. Then indicate which proof techniques you would use next and in
which order. Explain how you would apply those techniques to the problem.

a. If S is a subset of a set T of real numbers and T is bounded, then S is
bounded. (See the definition in Exercise 7.1(b).)

b. If the functions f and g are onto (see Definition 16 on page 84), then
the function f ◦ g is onto, where (f ◦ g)(x) = f(g(x)).

c. If f and g are functions of one real variable for which g ≥ f on the set
of real numbers and g is bounded above, then f is bounded above. (See
the definitions in Exercise 5.1(b) and Exercise 7.1(a).)

7.10 For each of the propositions in the previous exercise, use a definition to
work forward from one statement in the hypothesis to create a new statement
with nested quantifiers. Then indicate which proof techniques you would use
next and in which order. Explain how you would apply those techniques to
the problem.
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W 7.11 Prove that, for all real numbers ε > 0 and a > 0, there is an integer
n > 0 such that a

n < ε.

W 7.12 Answer the given questions about the following proof that, “For all
real numbers x and y with x < y, there is a rational number r such that
x < r < y.”

Proof. Let x and y be real numbers with x < y. Then let
ε = y − x > 0 and so, from the proposition in Exercise 7.11,
there is an integer n > 0 such that nε > 2. Now let m be an
integer with nx < m < ny. Then the desired rational number
is r = m

n and so the proof is complete.

a. What proof technique is the author using in the first sentence of the
proof? Why did the author choose to use that technique? Explain.

b. What is the author doing in the second sentence?

c. What proof technique is the author using in the last sentence of the
proof? Why did the author choose to use that technique? Explain.

d. Is the author justified in claiming that the proof is complete in the last
sentence of the proof? Why or why not?

∗7.13 Answer the given questions about the following proof that, “For every
prime number n, there is a prime number p such that p > n.”

Proof. Let n be a prime number and let p be any prime
number that divides n! + 1. To see that p > n, observe first
that every integer k with 2 ≤ k ≤ n divides n!. Thus, every
such integer does not divide n!+1. In particular, if 2 ≤ p ≤ n,
then it would follow that p would not divide n! + 1. Because
p does divide n! + 1, p cannot be any of the integers 2, . . . , n
and so p > n, completing the proof.

a. What techniques are used in the first sentence of the proof. Why did
the author use those techniques? What statement remains to be shown
to complete the proof and in which sentence is this done?

b. Justify the statement that “every integer k with 2 ≤ k ≤ n divides n!”
in the second sentence by providing a proof of this statement.

c. Justify the statement, “Thus, every such integer does not divide n!+1”
in the third sentence by considering n!+1

k
.

d. What technique is the author using in the fourth sentence of the proof?
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∗7.14 Answer the given questions about the following proof that, “If f is a
function of one real variable for which there is a real number m such that,
for all real numbers x and y, f(y) ≥ f(x) + m(y − x), then the function f is
convex [see the definition in Exercise 5.2(c)].”

Proof. Let x, y, and t be real numbers with 0 ≤ t ≤ 1, for
which it will be shown that f(tx+(1−t)y) ≤ tf(x)+(1−t)f(y).
To that end, let z = tx + (1− t)y. Now, from the hypothesis,
it follows that

f(x) ≥ f(z) + m(x− z) (a)
f(y) ≥ f(z) + m(y − z). (b)

Multiplying inequality (a) through by t and inequality (b)
through by 1− t and then adding the two inequalities yields:

tf(x) + (1− t)f(y) ≥ f(z) + m(tx + (1− t)y − z) = f(z). (c)

The proof is now complete.

a. What technique does the author use in the first sentence of the proof
and how is that technique applied? Why is this technique used?

b. What is the author doing in the second sentence?

c. What proof technique is the author using in the third sentence of the
proof to obtain the inequalities (a) and (b)? Explain.

d. In the first sentence, the author states that 0 ≤ t ≤ 1. Where in the
proof is this fact used?

e. Justify the equality f(z) + m(tx + (1− t)y − z) = f(z) in (c).

f. Is the author correct in stating that the proof is complete? Why or why
not?

7.15 Identify and then correct the error in the following condensed proof
of the proposition, “If a is a positive real number, then for all real numbers b
and m, there is a real number x > 0 such that ax2 + bx ≥ mx.”

Proof. Let b and m be real numbers. Now it is necessary to
find a real number x that satisfies ax2 + bx ≥ mx, or equiva-
lently, x(ax + b−m) ≥ 0. Now, noting that a > 0 and x > 0,
it is seen that any value of x ≥ m−b

a will suffice, and so the
proof is complete.

∗7.16 Identify the error in the following condensed proof of the statement, “If
v is an upper bound for a set S of real numbers, then, for every real number
ε > 0, v − ε is an upper bound for S.”
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Proof. Let ε > 0. To see that v − ε is an upper bound for S,
let x ∈ S. Now, because v is an upper bound for S, x ≤ v and
so x− ε ≤ v − ε. This means that v − ε is an upper bound for
S and so the proof is complete.

W 7.17 Prove that, for every real number x > 2, there is a real number y < 0
such that x = 2y/(1 + y).

7.18 Let f and g be functions of one variable. Prove that, if f and g are onto
(see Definition 16), then the function f ◦g is onto, where (f ◦g)(x) = f(g(x)).

∗7.19 Prove that, if S = {real numbers x > 0 : x2 < 2}, then for every real
number ε > 0, there is an element x ∈ S such that x2 > 2− ε.

W7.20 Prove that the function f(x) = −x2 + 2x is bounded above; that is,
there is a real number y such that, for all real numbers x, f(x) ≤ y.

∗7.21 Prove that, if

S = {(x, y) : x2 + y2 ≤ 1} and
T = {(x, y) : (x− 3)2 + (y − 4)2 ≤ 1},

then there are real numbers a and b such that, for every (x, y) ∈ S, y ≤ ax+b,
and for every (x, y) ∈ T , y ≥ ax + b. (Hint: Draw a picture of S and T and
find an appropriate line y = ax + b.)

W7.22 Prove that the set S = {1− 1
2 , 1− 1

3 , 1− 1
4 , . . .} satisfies the property

that, for every ε > 0, there is an x ∈ S such that x > 1− ε. (Hint: You can
write S as {real numbers x : there is an integer n ≥ 2 such that x = 1− 1

n}.)
∗7.23 Write an analysis of proof that corresponds to the condensed proof
given below. Indicate which techniques are used and how they are applied.
Fill in the details of any missing steps, where appropriate.

Definition. A real-valued function f of one real variable is
linear if and only if there are real numbers m and b such that,
for all real numbers x, f(x) = mx + b.

Proposition. If f and g are linear functions, then f + g is
a linear function [where for any real number x, (f + g)(x) =
f(x) + g(x)].

Proof. Because f and g are linear functions, there are real
numbers m1, m2, b1, b2 such that, for every real number x,
f(x) = m1x + b1 and g(x) = m2x + b2. Let m = m1 + m2

and b = b1 + b2. Then, for a given real number x, you have

(f + g)(x) = (m1x + b1) + (m2x + b2)
= (m1 + m2)x + (b1 + b2)
= mx + b.

But this means that f + g is linear, completing the proof.



8
Nots of Nots

Lead to Knots

As you will see, the proof techniques in Chapters 9 and 10 require that you
be able to write the negation of a statement A, hereafter written as NOT A.
This chapter provides rules for writing the NOT of various statements that
contain keywords, such as quantifiers.

8.1 WRITING THE NOT OF STATEMENTS HAVING NOT,

AND, AND OR

In some instances, the NOT of a statement is easy to find. For example, if A
is the statement, “the real number x > 0,” then the NOT of A is, “it is not
the case that the real number x > 0,” or equivalently, “the real number x is
not > 0.” You can eliminate the word “not” altogether by incorporating this
word into the statement to obtain “the real number x ≤ 0.”

When taking the NOT of a statement that already contains the word “no”
or “not,” the result is that the NOT cancels the existing “not.” For example,
if A is the statement,

A: There is no integer x such that x2 + x− 11 = 0,

then the NOT of this statement is,

NOT A: There is an integer x such that x2 + x− 11 = 0.
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Special rules apply when writing the NOT of a statement that contains
the words AND or OR . Specifically,

NOT [A AND B] becomes [NOT A] OR [NOT B],
NOT [A OR B] becomes [NOT A] AND [NOT B].

For example,

NOT [(x ≥ 3) AND (y < 2)] becomes [(x < 3) OR (y ≥ 2)],
NOT [(x ≥ 3) OR (y < 2)] becomes [(x < 3) AND (y ≥ 2)].

8.2 WRITING THE NOT OF A STATEMENT WITH QUANTIFIERS

A more challenging situation arises when the statements contain quantifiers.
For instance, suppose that the statement B contains the quantifier “for all”
in the standard form:

B: For all “objects” with a “certain property,”
“something happens.”

Then the NOT of this statement is:

NOT B: It is not the case that for all “objects” with the “certain
property,” “something happens,”

which really means that

NOT B: There is an object with the certain property for which the
something does not happen.

Similarly, if the statement B contains the quantifier “there is” in the standard
form:

B: There is an “object” with a “certain property” such that
“something happens,”

then the NOT of this statement is:

NOT B: It is not the case that there is an “object” with the “certain
property” such that “something happens,”

or, in other words,

NOT B: For all objects with the certain property, the something
does not happen.

Notice that, when a statement contains a quantifier, the NOT of that
statement contains the opposite quantifier; that is, “for all” becomes “there
is” and “there is” becomes “for all.” In general, there are three steps to finding
the NOT of a statement containing one or more quantifiers:
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Steps for Finding the NOT of a Statement with Quantifiers

Step 1. Put the word NOT in front of the entire statement.

Step 2. If the word NOT appears to the left of a quantifier, then move
the word NOT to the right of the quantifier and place the NOT
just before the something that happens. As you do so, change the
quantifier to its opposite—“for all” becomes “there is” and “there
is” becomes “for all.” Repeat this step for nested quantifiers so
long as the word NOT appears to the left of a quantifier.

Step 3. When all of the quantifiers appear to the left of the NOT , elimi-
nate the NOT by incorporating the NOT into the statement that
appears immediately to its right.

These steps are demonstrated with the following examples.

1. For every real number x ≥ 2, x2 + x− 6 ≥ 0.
Step 1. NOT [for every real number x ≥ 2, x2 + x− 6 ≥ 0.]
Step 2. There is a real number x ≥ 2 such that

NOT [x2 + x− 6 ≥ 0].
Step 3. There is a real number x ≥ 2 such that x2 +x−6 < 0.

Note in Step 2 that, when the NOT is passed from left to right, the quanti-
fier changes but the certain property (namely, x ≥ 2) does not. Also, because
the quantifier “for every” changes to “there exists,” it is necessary to re-
place the comma by the words “such that.” If the quantifier “there exists” is
changed to “for all,” then the words “such that” are replaced with a comma,
as illustrated in the next example.

2. There is a real number x ≥ 2 such that x2 + x− 6 ≥ 0.
Step 1. NOT [there is a real number x ≥ 2 such that

x2 + x− 6 ≥ 0.]
Step 2. For all real numbers x ≥ 2, NOT [x2 + x− 6 ≥ 0].
Step 3. For all real numbers x ≥ 2, x2 + x− 6 < 0.

If the statement you are taking the NOT of contains nested quantifiers (see
Chapter 7), then Step 2 is performed on each quantifier, in turn, as it appears
from left to right. Step 2 is repeated until all quantifiers appear to the left of
the NOT , as demonstrated in the next two examples.
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3. For every real number x between −1 and 1, there is a real number y
between −1 and 1 such that x2 + y2 ≤ 1.
Step 1. NOT [for every real number x between −1 and 1,

there is a real number y between −1 and 1 such that
x2 + y2 ≤ 1.]

Step 2. There is a real number x between −1 and 1 such that
NOT [there is a real number y between −1 and 1 such
that x2 + y2 ≤ 1].

Step 2. There is a real number x between −1 and 1 such that,
for all real numbers y between −1 and 1, NOT [x2 +
y2 ≤ 1].

Step 3. There is a real number x between −1 and 1 such that,
for all real numbers y between −1 and 1, x2 +y2 > 1.

4. There is a real number M > 0 such that, for all elements x in a set S
of real numbers, |x| < M .
Step 1. NOT [there is a real number M > 0 such that, for all

elements x in a set S of real numbers, |x| < M .]
Step 2. For all real numbers M > 0, NOT [for all elements x

in a set S of real numbers, |x| < M .]
Step 2. For all real numbers M > 0, there is an element x in

a set S of real numbers such that NOT [ |x| < M ].
Step 3. For all real numbers M > 0, there is an element x in

a set S of real numbers such that |x| ≥M .

8.3 COUNTEREXAMPLES

All of the statements you have seen so far have been true and you have been
able to prove them. However, the truth of some mathematical statements is
not always so clear. Consider, for instance, the following statement:

B: For every integer n ≥ 2, n2 ≥ 2n.

You can easily verify that B is true for n = 2, 3, and 4. However, if you try to
prove this statement by using the choose method (or any other method, for
that matter), you will not succeed. The reason is that the foregoing statement
is not true, and so no proof technique will work. In general, how can you
show that a particular statement is not true? One answer is to prove that the
negation of that statement is true. For example, to show that the foregoing
statement B is not true, use the rules you have just learned in Section 8.2 to
write the following negation:

NOT B: There is an integer n ≥ 2 such that n2 < 2n.
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To prove that NOT B is true, you should now use the construction method
because of the keywords “there is” in NOT B. In this case, you can construct
n = 5, which works because n = 5 ≥ 2 and n2 < 2n as 52 = 25 < 32 = 25.

In summary, to show that a statement B is not true, try to prove that
NOT B is true. When the statement B contains the keywords “for all” in
the standard form:

B: For all objects with a certain property, something happens,

the statement NOT B contains the keywords “there is” in the form:

NOT B: There is an object with the certain property such that the
something does not happen.

To show that NOT B is true, you can then use the construction method to
produce (often by trial-and-error) an object with the certain property and for
which the something does not happen. This single object for which statement
B is not true is referred to as a counterexample to statement B. Thus,
n = 5 is a counterexample to the foregoing statement B.

Another example of producing a counterexample arises when you are trying
to prove that a statement of the form “A implies B” is not true. Consider the
following example (recalling that an integer m divides an integer n, written
m|n, if and only if there is an integer k such that n = km):

S: If a, b, and c are integers for which a|(bc), then a|b and a|c.
After unsuccessfully attempting to prove statement S, you might begin to
suspect that S is not true. To prove that S is not true, recall from the truth
table on page 4 that an implication of the form “A implies B” is not true
when A is true and B is false. Thus, to show that the foregoing statement S
is not true, you must show that

A: a, b and c are integers for which a|(bc) and

NOT B: NOT (a|b and a|c); that is, using the rules in Section 8.1,
either a does not divide b or a does not divide c.

In other words, to show that S is not true, you must produce integers a, b,
and c for which a|(bc) and either a does not divide b or else a does not divide
c. For instance, a = 2, b = 4, and c = 5 satisfy a|(bc) because 2|20 and yet
a = 2 does not divide c = 5. Thus, the values a = 2, b = 4, and c = 5 provide
a counterexample to statement S.

In summary, to show that a statement of the form “A implies B” is not true,
you must show that A is true and B is false. In this case, the counterexample
consists of the values for the appropriate items that make A true and B false.
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Summary

The following list summarizes the rules for writing the NOT of statements
that have a special form.

1. NOT [NOT A] becomes A.

2. NOT [A AND B] becomes [(NOT A) OR (NOT B)].

3. NOT [A OR B] becomes [(NOT A) AND (NOT B)].

4. NOT [there is an object with a certain property such that something
happens] becomes “for all objects with the certain property, the some-
thing does not happen.”

5. NOT [for all objects with a certain property, something happens] be-
comes “there is an object with the certain property such that the some-
thing does not happen.”

In the event that a statement contains nested quantifiers, the word NOT is
processed through each quantifier, from left to right.

Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

Note: All proofs should contain an analysis of proof and a condensed version.
Definitions for all mathematical terms are provided in the glossary at the end
of the book.

W 8.1 Write the NOT of each of the definitions in Exercise 5.1 on page 63;
that is, write the NOT of the statement that constitutes the definition of the
term being defined. For instance, the NOT of the definition in Exercise 5.1(a)
is, “The real number x∗ is not a maximum of the function f if there is a real
number x such that f(x) > f(x∗).”

8.2 Write the NOT of each of the definitions in Exercise 5.2 on page 63;
that is, write the NOT of the statement that constitutes the definition of the
term being defined.

8.3 Write the NOT of each of the following definitions so that the word
“not” does not appear in the statement after the words “if and only if.”

a. A positive integer p > 1 is prime if and only if there is no integer n
with 2 ≤ n < p such that n divides p.

b. A sequence x1, x2, . . . of real numbers is increasing if and only if for
every integer k = 1, 2, . . ., xk < xk+1.
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c. A sequence x1, x2, . . . of real numbers is decreasing if and only if for
every integer k = 1, 2, . . ., xk > xk+1.

d. A sequence x1, x2, . . . of real numbers is strictly monotone if and only
if the sequence is increasing or decreasing. (Use the word “and” in the
negation.)

e. An integer d is the greatest common divisor of the integers a and b
if and only if (i) d|a and d|b and (ii) whenever c is an integer for which
c|a and c|b, it follows that c|d.

f. The real number f ′(x̄) is the derivative of the function f at the point
x̄ if and only if ∀ real number ε > 0, ∃ a real number δ > 0 such that ∀
real number x with 0 < |x− x̄| < δ,

∣
∣
∣
f(x)−f(x̄)

x−x̄ − f ′(x̄)
∣
∣
∣ < ε.

W 8.4 Reword the following statements so that the word “not” appears ex-
plicitly. For example, reword the statement “x > 0” to read “x is not ≤ 0.”

a. For each element x in the set S, x is in T .

b. There is an angle t between 0 and π/2 such that sin(t) = cos(t).

c. For every object with a certain property, something happens.

d. There is an object with a certain property such that something happens.

8.5 Write the NOT of the conclusion in each of the following implications.
State your answer in such a way that the words “no” and “not” do not appear.

a. If a is a positive real number, then there is a real number x such that
x = a−x.

b. A implies NOT B.

c. A implies (B implies C).

d. If u is a least upper bound for a set S of real numbers, then ∀ real
number ε > 0, ∃ an element x ∈ S such that x > u− ε.

W 8.6 For each of the following statements A implies B, what statement(s)
will you work forward from and what statement(s) will you work backward
from if you want to prove that NOT B implies NOT A?

a. (C AND D) implies B. b. (C OR D) implies B.

c. A implies (C AND D). d. A implies (C OR D).
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8.7 For each of the following statements A implies B, what statement(s)
will you work forward from and what statement(s) will you work backward
from if you want to prove that NOT B implies NOT A?

a. If k is an integer that divides an integer n, then k does not divide n+1.

b. If n is an even integer and m is an odd integer, then either mn is divisible
by 4 or n is not divisible by 4.

c. Suppose that m and n are integers. If either mn is divisible by 4 or n
is not divisible by 4, then n is an even integer and m is an odd integer.

∗8.8 For each of the following statements A implies B, what proof tech-
nique(s) will you use and in what order to prove NOT B implies NOT A?

a. Let a, b, and c be real numbers. If a > 0, then there does not exist a
real number M such that, for every real number x, ax2 + bx + c ≤M .

b. Let a, b, and c be real numbers. If there is a real number M such that,
for all real numbers x, ax2 + bx + c ≤M , then a ≤ 0.

c. Let p be a positive integer. If there is no integer m with 1 < m ≤ √p
such that m|p, then p is prime.

d. Let a be a real number. If a > 0, then there is a real number x such
that x = a−x.

e. Let m and n be positive integers. If there is an integer k with 1 < k < m
such that k does not divide n, then n 6= m!.

f. Let S and T be sets of real numbers with S ⊂ T . If for every real
number M > 0, there is an element x ∈ S such that |x| ≥ M , then for
every real number N > 0, there is an element y ∈ T such that |y| ≥ N .

W 8.9 Provide a counterexample to show that each of the following statements
is not true.

a. For every real number x, x2 ≤ x.

b. For every integer n ≥ 1, n2 ≥ n!, where n! = n(n− 1) · · ·1.

c. If a, b, and c are integers for which a|(b + c), then a|b and a|c.

∗8.10 Provide a counterexample to show that each of the following statements
is not true.

a. For every real number x > 0,
√

x ≤ x.

b. For every positive integer n, n2 + n + 41 is prime.

c. If p is a positive integer that is not prime, then for every integer m with
1 < m ≤ √p, m does not divide p.



9
The Contradiction

Method

With all the techniques you have learned so far, you may still find yourself
unable to complete a proof for one reason or another. This chapter presents
a new technique that often provides a successful alternative. This method is
used when the conclusion of the proposition contains appropriate keywords.

9.1 WHY THE NEED FOR ANOTHER PROOF TECHNIQUE?

As powerful as the forward-backward method is, it may not always lead to a
successful proof, as shown in the next example.

Proposition 12 If n is an integer and n2 is even, then n is even.

Analysis of Proof. The forward-backward method gives rise to the key
question, “How can I show that an integer (namely, n) is even?” One answer
is to show that

B1: There is an integer k such that n = 2k.

The appearance of the quantifier “there is” in the backward process suggests
proceeding with the construction method, and so the forward process is used
in an attempt to produce the desired integer k.

Working forward from the hypothesis that n2 is even, you can state that

A1: There is an integer, say m, such that n2 = 2m.

101
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The objective is to produce an integer k for which n = 2k, so it is natural to
take the positive square root of both sides of the equality in A1 to obtain

A2: n =
√

2m,

but how can you rewrite
√

2m to look like 2k? It would seem that the forward-
backward method has failed.

Proof of Proposition 12. The technique you are about to learn leads to
a simple proof of this proposition, which is left as an exercise.

Fortunately, there are several other techniques that you might want to try
before you give up. In this chapter, the contradiction method is described,
together with an indication of how and when it should be used.

9.2 HOW AND WHEN TO USE THE CONTRADICTION METHOD

With the contradiction method, you begin by assuming that A is true, just
as you do in the forward-backward method. However, to reach the desired
conclusion that B is true, you proceed by asking yourself the simple question,
“Why can’t B be false?” After all, if B is supposed to be true, then there must
be some reason why B cannot be false. The objective of the contradiction
method is to discover that reason.

In other words, the idea of a proof by contradiction is to assume that A is
true and B is false, and see why this cannot happen. So what does it mean
to “see why this cannot happen?” Suppose, for example, that, as a result of
assuming A is true and B is false (hereafter written as NOT B), you were
somehow able to reach the conclusion that 1 = 0! Would that not convince
you that it is impossible for A to be true and B to be false simultaneously?
Thus, in a proof by contradiction, you assume that A is true and NOT B
is true, using the techniques in Chapter 8 to write the statement NOT B.
You must use this information to reach a contradiction to something that you
absolutely know is true.

Another way of viewing the contradiction method is to recall from Table
1.1 on page 4 that the statement “A implies B” is true in all cases except
when A is true and B is false. With a proof by contradiction, you rule out
this one unfavorable case by assuming that it actually does happen, and then
reaching a contradiction. At this point, several natural questions arise:

1. What contradiction should you be looking for?

2. Exactly how do you use the assumption that A is true and B is false to
reach the contradiction?

3. Why and when should you use this approach instead of the forward-
backward method?
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Fig. 9.1 Comparing the forward-backward and contradiction methods.

The first question is by far the hardest to answer because there are no
specific guidelines. Each problem gives rise to its own contradiction. It takes
creativity, insight, persistence, and sometimes luck to produce a contradiction.

As to the second question, the most common approach to finding a con-
tradiction is to work forward from the assumptions that A and NOT B are
true, as is illustrated in a moment.

The foregoing discussion also indicates why you might wish to use contra-
diction instead of the forward-backward method. With the forward-backward
method you assume only that A is true, while in the contradiction method you
assume that both A and NOT B are true. Thus, you have two statements
from which to reason forward instead of just one (see Figure 9.1). On the
other hand, the disadvantage of the contradiction method is that you do not
know what the contradiction will be and therefore cannot work backward.

As a general rule, use contradiction when the statement NOT B gives you
useful information. There are at least two recognizable instances when this
happens. Recall the statement B associated with Proposition 12, “n is an
even integer.” Because an integer is either odd or even, when you assume
that B is not true—that is, that n is not an even integer—it must be the
case that n is odd, resulting in some useful information. In general, when the
statement B is one of two possible alternatives, the contradiction method is
likely to be effective because, by assuming NOT B, you will know that the
other case must happen, and that should help you to reach a contradiction.

A second instance when contradiction is likely to be successful is when the
statement B contains the keyword “no” or “not”. This is because, as you
learned in Chapter 8, assuming NOT B eliminates the word “no” or “not,”
which can result in a useful statement to work forward from, as shown now.

Proposition 13 If r is a real number such that r2 = 2, then r is irrational.

Analysis of Proof. It is important to note that you can rewrite the conclu-
sion of Proposition 13 to read “r is not rational.” In this form, the appearance
of the keyword “not” now suggests using the contradiction method, whereby
you assume that A and NOT B are both true—in this case,

A:
A1 (NOT B):

r2 = 2, and
r is a rational number.
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A contradiction must now be reached using this information.
Working forward from A1 by using Definition 7 on page 26 for a rational

number, you can state that

A2: There are integers p and q with q 6= 0 such that r = p/q.

There is still the unanswered question of where the contradiction arises, and
this takes a lot of creativity. A crucial observation here really helps—it is
possible to assume that

A3: p and q have no common divisor (that is, there is no integer
that divides both p and q).

The reason for this is that, if p and q did have a common divisor, you could
divide this integer out of both p and q.

Now you can reach a contradiction to A3 by showing that 2 is a common
divisor of p and q. This is done by working forward to show that p and q are
even, and hence 2 divides them both.

Working forward by squaring both sides of the equality in A2, it follows
that

A4: r2 = p2/q2.

But from A you also know that r2 = 2, so

A5: 2 = p2/q2.

The rest of the forward process is mostly rewriting A5 via algebraic manipu-
lations to reach the desired contradiction that both p and q are even integers.
Those steps and their justifications are provided in the following table.

Statement Reason
A6: 2q2 = p2. Multiply both sides of A5 by q2.

A7: p2 is even. From A6 because p2 is 2 times
some integer; namely, q2.

A8: p is even. From Proposition 12.

A9: p = 2k, for some integer k. Definition of an even integer.

A10: 2q2 = (2k)2 = 4k2. Substitute p = 2k from A9 in A6.

A11: q2 = 2k2. Divide A10 through by 2.

A12: q2 is even. From A11 because q2 is 2 times
some integer; namely, k2.

A13: q is even. From Proposition 12.
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So, both p and q are even (see A8 and A13), and this contradicts A3, thus
completing the proof.

Proof of Proposition 13. Assume, to the contrary, that r is a rational
number of the form p/q (where p and q are integers with q 6= 0) and that
r2 = 2. Furthermore, it can be assumed that p and q have no common divisor
for, if they did, this number could be canceled from both the numerator p and
the denominator q. Because r2 = 2 and r = p/q, it follows that 2 = p2/q2,
or equivalently, 2q2 = p2. Noting that 2q2 is even, p2, and hence p, are even.
Thus, there is an integer k such that p = 2k. On substituting this value for
p, one obtains 2q2 = p2 = (2k)2 = 4k2, or equivalently, q2 = 2k2. From this
it then follows that q2, and hence q, are even. Thus it has been shown that
both p and q are even and have the common divisor 2. This contradiction
establishes the claim.

This proof, discovered in ancient times by a follower of Pythagoras, epito-
mizes the use of contradiction. Try to prove the statement some other way.

9.3 ADDITIONAL USES FOR THE CONTRADICTION METHOD

There are several other valuable uses for the contradiction method. Recall
that, when the statement B contains the quantifier “there is,” the construction
method is recommended in spite of the difficulty of actually having to produce
the desired object. The contradiction method opens up a whole new approach.
Instead of trying to show that there is an object with the certain property
such that the something happens, why not proceed from the assumption that
there is no such object? Now your job is to use this information to reach
some kind of contradiction. How and where the contradiction arises is not
at all clear, but finding a contradiction might be easier than producing or
constructing the object. Consider the following example.

Suppose you wish to show that at a party of 367 people there are at least two
people whose birthdays fall on the same day of the year. If the construction
method is used, then you would actually have to go to the party and find two
such people. Using the contradiction method saves you the time and trouble
of having to do so. With the contradiction method, you can assume that no
two people’s birthdays fall on the same day of the year, or equivalently, that
everyone’s birthday falls on a different day of the year.

To reach a contradiction, assign numbers to the people in such a way that
the person with the earliest birthday of the year receives the number 1, the
person with the next earliest birthday receives the number 2, and so on. Recall
that each person’s birthday is assumed to fall on a different day. Thus, the
birthday of the person whose number is 2 must occur at least one day later
than the person whose number is 1, and so on. Consequently, the birthday
of the person whose number is 367 must occur at least 366 days after the
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person whose number is 1. But a year has at most 366 days, and so this is
impossible—you have therefore reached a contradiction.

This example illustrates a subtle but significant difference between a proof
using the construction method and one that uses contradiction. If the con-
struction method is successful, then you have produced the desired object,
perhaps with the aid of a computer. On the other hand, if you establish the
same result by contradiction, then you know that the object exists but have
not physically constructed the object. For this reason, it is often the case that
proofs done by contradiction are quite a bit shorter and easier than those done
by construction because you do not have to create the desired object. You
only have to show that the object’s nonexistence is impossible. This difference
has led to some great philosophical debates in mathematics.

The contradiction method provides a new approach to proving that any
statement is true—simply assume that the statement is not true and then
show that this assumption leads to a contradiction. You will then know that
the original statement is true.

9.4 READING A PROOF

The process of reading and understanding a proof that uses contradiction is
demonstrated with the following proposition.

Proposition 14 If m and n are odd integers, then there is no rational root
for the equation x2 + 2mx + 2n = 0.

Proof of Proposition 14. (For reference purposes, each sentence of the
proof is written on a separate line.)

S1: Assume that the equation x2 + 2mx + 2n = 0 has a rational
root, say x = p/q, where q 6= 0 and one of p and q is odd.

S2: It now follows that q is odd, for p2 = −2mqp − 2q2n, which
means that p2, and hence p, are even.

S3: Note first that, if m′ and n′ are odd, then y2 +2m′y +2n′ = 0
has no root that is odd, for if y is such a root, then y2 is odd
and also y2 = −2m′y − 2n′ is even, which cannot happen.

S4: Also, y2 + 2m′y + 2n′ = 0 has no root that is even, for if y is
such a root, then y = 2k, for some integer k.

S5: But then 4k2 + 4m′k + 2n′ = 0; that is, 2k2 + 2m′k + n′ = 0,
which cannot happen because 2k2 + 2m′k is even and n′ is
odd.

S6: However, the fact that x = p/q satisfies x2 + 2mx + 2n = 0
means that y = p satisfies y2 +2m′y+2n′ = 0, where m′ = mq
is odd and n′ = nq2 is also odd, which cannot happen.

This contradiction establishes the claim.
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Analysis of Proof. An interpretation of statements S1 through S6 follows.

Interpretation of S1: Assume that the equation x2 + 2mx + 2n = 0 has a
rational root, say, x = p/q, where one of p and q is odd and q 6= 0.

The author is assuming that the conclusion is not true; that is:

A1 (NOT B): There is a rational root x = p/q to the equation,

thus indicating that this is a proof by contradiction. Note that the author has
assumed further that

A2: One of p and q is odd.

This is justified because, if both are even, then you can repeatedly divide both
p and q by 2 until one of them is odd.

Having recognized that this is a proof by contradiction, did you read ahead
to identify the contradiction? If not, then you should do so now.

Interpretation of S2: It now follows that q is odd, for otherwise p2 =
−2mqp − 2q2n, which would mean that p2, and hence p, are even.

The author is working forward from A1 to claim that

A3: q is odd.

The author reaches this conclusion by contradiction. That is, by assum-
ing that q is even, the author claims that p is also even, which contradicts
A2. Indeed this is correct because the author has substituted x = p/q into
x2 + 2mx + 2n = 0, multiplied through by q2, and solved for p2 to obtain
p2 = −2mqp− 2q2n. Now you can see that the right side is even and so p2 is
even. Finally, Proposition 12 ensures that p is also even.

Interpretation of S3: Note first that, if m′ and n′ are odd, then y2 +2m′y+
2n′ = 0 has no root that is odd, for if y is such a root, then y2 is odd and also
y2 = −2m′y − 2n′ is even, which cannot happen.

This statement is directed toward reaching the final contradiction. The
author is establishing that

A4: If m′ and n′ are odd integers, then y2 + 2m′y + 2n′ = 0
has no root that is an odd integer.

This also is shown by contradiction, which is indicated when the author as-
sumes that y is an odd integer root. The author then reaches the contradiction
that y2 is both odd (because odd times odd is odd) and even (because, from
A4, y2 = −2m′y − 2n′, which is even).

Interpretation of S4: Also, y2 + 2m′y + 2n′ = 0 has no root that is even,
for if y is such a root, then y = 2k, for some integer k.

Here, the author is establishing that
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A5: If m′ and n′ are odd, then y2 +2m′y +2n′ = 0 has no root
that is even.

This is also shown by contradiction, which is indicated when the author as-
sumes that y is an even integer root. By definition, this means that y = 2k,
for some integer k.

Interpretation of S5: But then 4k2 +4m′k +2n′ = 0; that is, 2k2 +2m′k +
n′ = 0, which cannot happen because 2k2 + 2m′k is even and n′ is odd.

The author is continuing the contradiction argument started in S4. In
particular, the author substitutes y = 2k into y2 +2m′y+2n′ = 0 and divides
the result by 2 to obtain 2k2+2m′k+n′ = 0. The author then claims correctly
that a contradiction is reached because it is impossible for the even integer
2k2 + 2m′k plus the odd integer n′ to be 0.

Interpretation of S6: However, the fact that x = p/q satisfies x2 + 2mx +
2n = 0 means that y = p satisfies y2 + 2m′y + 2n′ = 0, where m′ = mq is odd
and n′ = nq2 is also odd, which cannot happen.

The author is working forward from A1 by substituting x = p/q into
x2 + 2mx + 2n = 0, multiplying through by q2, and then realizing that

A6: y = p satisfies the equation y2 + 2m′y + 2n′ = 0, where
m′ = mq and n′ = nq2.

The author further claims correctly that both m′ = mq and n′ = nq2 are odd
[because m and n are odd (see the hypothesis), and q is also odd (see A3)].

Finally, the author claims to have reached the desired contradiction. In-
deed, A4 and A5 together mean that the equation y2 +2m′y +2n′ = 0, where
m′ and n′ are odd, has no integer solution. Yet in A6, the author shows that
y = p is an integer solution to such an equation. Thus the proof is complete.

Summary

The contradiction method is a useful technique when the statement B, or the
last statement in the backward process, contains the keyword “no” or “not.”
To use this method, follow these steps:

1. Assume that A is true and B is not true (that is, assume that A and
NOT B are true).

2. Work forward from A and NOT B to reach a contradiction.

One of the disadvantages of this method is that you do not know exactly
what the contradiction is going to be and so you cannot work backward. The
next chapter describes another proof technique in which you attempt to reach
a specific contradiction. As such, you will have a “guiding light” because you
will know what contradiction you are looking for.
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Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

Note: All proofs should contain an analysis of proof and a condensed version.
Definitions for all mathematical terms are provided in the glossary at the end
of the book.

W 9.1 When applying the contradiction method to the following propositions,
what should you assume?

a. If l, m, and n are three consecutive integers, then 24 does not divide
l2 + m2 + n2 + 1.

b. For every integer n > 2, xn + yn = zn has no integer solution for x, y,
and z.

c. If f and g are two functions such that (1) g ≥ f and (2) f is unbounded
above, then g is unbounded above.

9.2 When applying the contradiction method to the following propositions,
what should you assume?

a. If n is an integer with n > 2, then there do not exist positive integers
x, y, and z such that xn + yn = zn.

b. If a is a positive real number, then for all real numbers b, c, and M with
M > 0, there is a real number x such that ax2 + bx + c > M .

c. If the matrix M is not singular, then the rows of M are not linearly
dependent.

9.3 Consider applying contradiction to show that, if a and b are integers
and b is odd, then ±1 are not roots of ax2 + bx + a.

a. What statement(s) would you work backward from?

b. At the end of the proof, a mathematics student said, “. . . and because
I have been able to show that b is even, the proof is complete.” Do you
agree with the student? Why or why not? Explain.

W 9.4 Reword each of the following statements so that the word “not” appears.

a. There are an infinite number of primes.

b. The only positive integers that divide the positive integer p are 1 and p.

c. The two different lines l and l′ in a plane P are parallel.
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9.5 Reword each of the following statements so that the word “not” does
not appear.

a. The real number ad− bc is not equal to 0.

b. The triangle ABC is not equilateral.

c. The polynomial a0 + a1x + · · ·+ anxn has no real root.

W 9.6 When trying to prove each of the following statements, which techniques
would you use and in which order? Specifically, state what you would assume
and what you would try to conclude. (Throughout, S and T are sets of real
numbers and all of the variables refer to real numbers.)

a. ∃s ∈ S ⊃− s ∈ T .

b. ∀s ∈ S, 6 ∃t ∈ T such that s > t.

c. 6 ∃M > 0 such that ∀x ∈ S, |x| < M .

∗9.7 When trying to prove each of the following statements, which techniques
would you use and in which order? Specifically, state what you would assume
and what you would try to conclude. (Throughout, S is a given set of real
numbers and all of the variables refer to real numbers.)

a. For every real number ε > 0, there is an element x ∈ S such that
x > u− ε (where u is a given real number).

b. There is a real number y > 0 such that, for every element x ∈ S,
f(x) < y (where f is a function of one real variable).

c. For every line l in the plane that is parallel to, but different from, l′,
there is no point on l that is also in S (here, S is some given set of points
in the plane and l′ is a given line in the plane).

W 9.8 Prove, by contradiction, that, if n is an integer and n2 is even, then n
is even.

9.9 Prove, by contradiction, that there do not exist positive real numbers
x and y with x 6= y such that x3 − y3 = 0.

W 9.10 Prove, by contradiction, that no chord of a circle is longer than a
diameter. (Hint: Draw an appropriate inscribed right triangle.)

9.11 Suppose that a, b, and c are real numbers with c 6= 0. Prove, by
contradiction, that, if cx2 + bx + a has no rational root, then ax2 + bx + c has
no rational root.
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W9.12 Prove, by contradiction, that, if n − 1, n, and n + 1 are consecutive
positive integers, then the cube of the largest cannot be equal to the sum of
the cubes of the other two.

9.13 Prove, by contradiction, that, if p and q are integers with p 6= q and p
is prime and divides q, then q is not prime.

W 9.14 Prove, by contradiction, that, at a party of n ≥ 2 people, there are at
least two people who have the same number of friends at the party.

9.15 Prove, by contradiction, that there are at least two people on the
planet who were born on the same second of the same hour of the same day
of the same year in the twentieth century. (You can assume that there were
at least 4 billion people born in that century.)

9.16 Prove, by contradiction, that, if n is a positive integer such that
n3−n−6 = 0, then, for every positive integer m with m 6= n, m3−m−6 6= 0.

W9.17 Prove, by contradiction, that, if x and y are real numbers such that
x ≥ 0, y ≥ 0, and x + y = 0, then x = 0 and y = 0.

9.18 For a set S whose elements come from a set U , the complement of S
is the set Sc = {x ∈ U : x /∈ S}. Prove that, for a set S, (Sc)c = S.

∗9.19 Answer the given questions about the following proof.

Definition. A function f of one variable is one-to-one if and
only if, for all real numbers x and y with x 6= y, f(x) 6= f(y).

Proposition. If a > 0 is a real number, then f(x) = ax is a
one-to-one function.

Proof. Let x and y be real numbers with x 6= y for which it
will be shown that ax 6= ay. So assume that ax = ay. It then
follows that log(ax) = log(ay), that is, x log(a) = y log(a). But
this means that x = y and so the proof is complete.

a. Explain what the author is doing in the first sentence. What techniques
are used?

b. What proof technique is the author using in the second sentence? Why
did the author choose that technique?

c. Where does the author use the hypothesis that a > 0?

d. Is the author justified in claiming that the proof is complete in the last
sentence? Why or why not? Explain.

∗9.20 Prove that, if a, b, and c are real numbers with a 6= 0, then the function
f(x) = ax2 + bx + c is not one-to-one (see the definition in Exercise 9.19).
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9.21 Find the errors in the following proof that, “If a 6= 0 is a real number,
then the function f(x) = xa is one-to-one (see the definition in Exercise 9.19).”

Proof. Let x and y be real numbers with x 6= y for which it
will be shown that xa 6= ya. So assume that xa = ya. It then
follows that log(xa) = log(ya), that is, a log(x) = a log(y). But
this means that x = y and so the proof is complete.

W 9.22 Identify the contradiction in the following proof.

Proposition. If a and b are integers and b is odd, then ±1
are not roots of ax4 + bx2 + a.

Proof. Assume, to the contrary, that +1 or −1 is a root
of ax4 + bx2 + a. Then a(±1)4 + b(±1)2 + a = 0; that is,
b + 2a = 0. Thus, b = −2a, which cannot happen, and so the
proof is complete.

∗9.23 Identify and justify the contradiction in the following proof.

Proposition. If n is a positive integer, then, for every integer
k with 1 < k ≤ n, k does not divide n! + 1.

Proof. If there is an integer k with 1 < k ≤ n such that k
divides n! + 1, then there is an integer c such that n! + 1 = ck.
This means that 1 · · ·k · · · (n − 1)n = ck − 1. But then the
integer k divides the left side but not the right side, and so the
proof is complete.

W9.24 Prove, by contradiction, that there are an infinite number of primes.
(Hint: Assume that n is the largest prime. Then consider any prime number
p that divides n! + 1. Now look at the proposition in Exercise 9.23.)

9.25 Identify the contradiction in the following proof.

Proposition. If a and b are integers with a 6= 0 and the
number of rational roots of ax4 +bx2 +a is odd, then b is even.

Proof. Assume, to the contrary, that b is odd. Then, by the
proposition in Exercise 9.22, ±1 are not roots of ax4 + bx2 +a.
Now consider a rational root p/q of ax4 + bx2 + a. Note that
p 6= 0 for otherwise a = 0. It is easy to verify that q/p is also
a rational root of ax4 + bx2 + a. Thus, rational roots come in
pairs. Because the number of rational roots of ax4 + bx2 + a is
odd, it must be that one of these roots is repeated, so, p/q =
q/p. But then p = ±q, which cannot happen, and so the proof
is complete.
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W 9.26 Write an analysis of proof that corresponds to the condensed proof
given below. Indicate which techniques are used and how they are applied.
Fill in the details of any missing steps where appropriate.

Proposition. If a, b, c, x, y, and z are real numbers with
b 6= 0 such that (1) az− 2by + cx = 0 and (2) ac− b2 > 0, then
it must be that xz − y2 ≤ 0.

Proof. Assume that xz− y2 > 0. From this and (2) it follows
that (ac)(xz) > b2y2 . Rewriting (1) and squaring both sides,
one obtains (az + cx)2 = 4b2y2 < 4(ac)(xz). Rewriting, one
has that (az − cx)2 < 0, which cannot happen.

W9.27 Write an analysis of proof that corresponds to the condensed proof
given below. Indicate which techniques are used and how they are applied.
Fill in the details of any missing steps where appropriate.

Proposition. The polynomial x4 + 2x2 + 2x + 2 cannot be
expressed as the product of the two polynomials x2 + ax + b
and x2 + cx + d in which a, b, c, and d are integers.

Proof. Suppose that

x4 + 2x2 + 2x + 2 = (x2 + ax + b)(x2 + cx + d)

= x4 + (a + c)x3 + (b + ac + d)x2+
(bc + ad)x + bd.

It would then follow that the integers a, b, c, and d satisfy

1. a + c = 0.

2. b + ac + d = 2.

3. bc + ad = 2.

4. bd = 2.

The only way (4) can happen is if one of the factors b or d
is odd (±1) and the other is even (±2). Suppose that b is in
fact odd and d is even. From (3), it would then follow that c
is even, but then the left side of (2) would be odd, which is
impossible. A similar contradiction can be reached if b is even
and d is odd.

9.28 Write an analysis of proof that corresponds to the condensed proof
given in Exercise 9.23. Indicate which techniques are used and how they are
applied. Fill in the details of any missing steps where appropriate.
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∗9.29 Write an analysis of proof that corresponds to the condensed proof
given in Exercise 9.25. Indicate which techniques are used and how they are
applied. Fill in the details of any missing steps where appropriate.

∗9.30 Write an analysis of proof that corresponds to the condensed proof
given below. Indicate which techniques are used and how they are applied.
Fill in the details of any missing steps where appropriate.

Proposition. If a is a real number with a < 0, then, for every
real number y < 0, the set C = {real numbers x : ax2 ≤ y} is
not bounded.

Proof. Let y < 0 and suppose that C is bounded. Then there
is a real number M > 0 such that, for every element x ∈ C,
|x| < M . However, x = max

{
M,

√
y
a

}
satisfies |x| ≥ M and

ax2 ≤ a
(√

y
a

)2
= y and so the proof is complete.



10
The Contrapositive

Method

In the contradiction method described in the previous chapter, you work for-
ward from the two statements A and NOT B to reach a contradiction. The
challenge with this method is to determine what the contradiction is going to
be. The technique presented in this chapter has the advantage of directing
you toward one specific contradiction.

10.1 HOW AND WHEN TO USE THE CONTRAPOSITIVE METHOD

The contrapositive method is similar to contradiction in that you begin by
assuming that A and NOT B are true. Unlike contradiction, however, you
do not work forward from both A and NOT B. Instead, you work forward
only from NOT B. Your objective is to reach the contradiction that A is
false (hereafter written NOT A). Can you ask for a better contradiction than
that? How can A be true and false at the same time? To repeat, in the
contrapositive method you assume that A and NOT B are true; you then
work forward from NOT B to reach the contradiction NOT A. Use the
techniques in Chapter 8 to write the statement NOT B to work forward from
and the statement NOT A to work backward from.

You can think of the contrapositive method as a passive form of contra-
diction in the sense that the assumption that A is true passively provides the
contradiction. In contrast, with the contradiction method, the assumption
that A is true is used actively to reach a contradiction. The next proposition
demonstrates the contrapositive method.

115
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Definition 17 A real-valued function f of one real variable is one-to-one if
and only if for all real numbers x and y with x 6= y, f(x) 6= f(y).

Proposition 15 If m and b are real numbers with m 6= 0, then the function
f(x) = mx + b is one-to-one.

Analysis of Proof. The forward-backward method is used to begin the
proof even though the hypothesis contains the keyword “not.” A key ques-
tion associated with B is, “How can I show that a function is one-to-one?”
Applying Definition 17 to the particular function f(x) = mx + b means you
must show that

B1: For all real numbers x and y with x 6= y, mx+ b 6= my + b.

This new statement contains both the keywords “for all” and “not” (in “not
equal”). When more than one group of keywords is present in a statement,
apply appropriate techniques based on the occurrence of the keywords as they
appear from left to right (just as you learned to do with nested quantifiers
in Chapter 7). Because the first keywords from the left in the backward
statement B1 are “for all,” the choose method is used next. So, choose

A1: Real numbers x and y with x 6= y,

for which you must show that

B2: mx + b 6= my + b.

Recognizing the keyword “not” in B2, it is appropriate to proceed with
either the contradiction or contrapositive method. In this case, the contra-
positive method is used. Accordingly, you work forward from NOT B2:

A2 (NOT B2): mx + b = my + b

and backward from NOT A1 (the last statement in the forward process):

B3 (NOT A1): x = y.

The remainder of the proof is simple algebra applied to A2. Specifically,
on subtracting b from both sides of A2 you obtain:

A3: mx = my.

Finally, because m 6= 0 by the hypothesis A, you can divide both sides of A3
by m and obtain B3, and so the proof is complete.

In the condensed proof that follows, note that no mention is made of the
choose or contrapositive methods.

Proof of Proposition 15. Let x and y be real numbers for which mx+b =
my + b. It is shown that x = y. But this follows by subtracting b from both
sides of the equality and then dividing by m, noting that m 6= 0.
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Fig. 10.1 Comparing the contrapositive and contradiction methods.

10.2 COMPARING THE CONTRAPOSITIVE METHOD

As already mentioned, the contrapositive method is a type of proof by con-
tradiction. Each of these methods has its advantages and disadvantages, as
illustrated in Figure 10.1. The disadvantage of the contrapositive method is
that you work forward from only one statement (namely, NOT B) instead of
two. On the other hand, the advantage is that you know what you are looking
for (namely, NOT A). Thus you can apply the backward process to NOT A.
The option of working backward is not available in the contradiction method
because you do not know what contradiction you are looking for.

It is also interesting to compare the contrapositive and forward-backward
methods. With the forward-backward method, you work forward from A and
backward from B; with the contrapositive method, you work forward from
NOT B and backward from NOT A (see Figure 10.2).

From Figure 10.2, it is not hard to see why the contrapositive method
might be better than the forward-backward method. Perhaps you can obtain
more useful information by working forward from NOT B rather than from
A. It might also be easier to work backward from NOT A rather than from
B, as is done in the forward-backward method.

The forward-backward method arises from considering what happens to
the truth of “A implies B” when A is true and when A is false (recall Table
1.1 on page 4). The contrapositive method arises from similar considerations
regarding B. Specifically, if B is true, then, from Table 1.1, the statement
“A implies B” is true. Hence, there is no need to consider the case when B is

Fig. 10.2 Comparing the forward-backward and contrapositive methods.
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Fig. 10.3 Comparing the forward-backward, contradiction, and contrapositive

methods.

true. So suppose B is false. To ensure that “A implies B” is true, according
to Table 1.1, you must show that A is false. Thus, with the contrapositive
method, you assume that B is false and try to conclude that A is false.

The statement “A implies B” is logically equivalent to “NOT B implies
NOT A” (see Table 3.2 on page 34). You can therefore think of the contra-
positive method as the forward-backward method applied to the statement
“NOT B implies NOT A.” Most condensed proofs that use the contraposi-
tive method make no reference to the contradiction method.

You already know to use contradiction when you see the keywords “no” or
“not” in the backward process. If, in addition, you see these same key words
in the forward process, you should seriously consider using the contrapositive
method because then working backward from NOT A is likely to be fruitful.

A comparison of the three methods is given in Figure 10.3.

10.3 READING A PROOF

The process of reading and understanding a proof that uses the contrapositive
method is demonstrated with the following proposition.

Proposition 16 Assume that a and b are integers with a 6= 0. If a does not
divide b, then the equation ax2+bx+b−a = 0 has no positive integer solution.

Proof of Proposition 16. (For reference purposes, each sentence of the
proof is written on a separate line.)

S1: Suppose that x > 0 is an integer with ax2 + bx + b− a = 0.

S2: Then x = −b±(b−2a)
2a

.

S3: Because x > 0, it must be that x = 1− b
a .

S4: But then b = (1− x)a and so a|b.
The proof is now complete.



10.3 READING A PROOF 119

Analysis of Proof. An interpretation of statements S1 through S4 follows.

Interpretation of S1: Suppose that x > 0 is an integer with
ax2 + bx + b− a = 0.

The author is assuming NOT B; that is,

A1 (NOT B): x > 0 is an integer with ax2 + bx + b− a = 0.

This means that the contradiction or contrapositive method is used. However,
on reading S4, you see that the author reaches the statement NOT A:

B1 (NOT A): a|b,
thus indicating that this is a proof by the contrapositive method.

Interpretation of S2: Then x = −b±(b−2a)
2a .

The author works forward from A1 using the quadratic formula to obtain
the following:

A2: x =
−b±
√

b2−4a(b−a)

2a = −b±(b−2a)
2a .

Interpretation of S3: Because x > 0, it must be that x = 1− b
a .

The author works forward by algebra from A2 to see that the two roots
are x = −1 and x = 1− b

a . Because, from A1, x > 0, the author rules out the
root x = −1 and correctly concludes that

A3: x = 1− b
a .

Interpretation of S4: But then b = (1 − x)a and so a|b.
The author works backward from B1 by asking the key question, “How

can I show that an integer (namely, a) divides another integer (namely, b)?”
Using the definition to answer the question, the author needs to show the
following:

B2: There is an integer c such that b = ca.

Recognizing the quantifier “there is” in B2, the author uses the construction
method to produce the value of c. Specifically, the author works forward from
A3 by algebra to solve for b, obtaining b = (1 − x)a, from which the author
notes—without mentioning—that the desired value of c in B2 is c = 1 − x.
Having reached NOT A, the contrapositive method is now complete, and so
is the proof.

Summary

The contrapositive method, being a type of proof by contradiction, is used
when the last statement in the backward process contains the keyword “no”
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or “not.” With the contrapositive method, you work toward the specific
contradiction NOT A by

1. Assuming that A and NOT B are true.

2. Working forward from NOT B in an attempt to obtain NOT A.

3. Working backward from NOT A in an attempt to reach NOT B.

You can also think of the contrapositive method as the forward-backward
method applied to the statement “NOT B implies NOT A” because this
statement is logically equivalent to the statement “A implies B.”

Both the contrapositive and contradiction methods require that you be able
to write the NOT of a statement, which you have learned to do in Chapter 8.
In the next chapter you will learn proof techniques for dealing with statements
that contain special keywords associated with quantifiers.

Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

Note: All proofs should contain an analysis of proof and a condensed version.
Definitions for all mathematical terms are provided in the glossary at the end
of the book.

W 10.1 If the contrapositive method is used to prove the following proposi-
tions, then what statement(s) will you work forward from and what state-
ment(s) will you work backward from?

a. If n is an integer for which n2 is even, then n is even.

b. Suppose that S is a subset of the set T of real numbers. If S is not
bounded, then T is not bounded.

c. If p > 1 is an integer such that, for every integer n with 1 < n ≤ √p,
n does not divide p, then p is prime.

10.2 If the contrapositive method is used to prove the following proposi-
tions, then what statement(s) will you work forward from and what state-
ment(s) will you work backward from?

a. Suppose that n and p are positive integers. If n|p, then n ≤ p.

b. If a is a positive real number, then for all real numbers b, c, and M with
M > 0, there is a real number x such that ax2 + bx + c > M .

c. Suppose that f is a function of one real variable. If x1 < x2 < x3 are
three real numbers for which f(x1) > f(x2) < f(x3), then the function
f(x) is not linear.
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10.3 Bob said, “If I study hard, then I will get at least a B in this course.”
After the course was over, Mary said, “You got an A in the course, so therefore
you studied hard.” Was Mary’s statement correct? Why or why not? Explain.

W 10.4 In a proof by the contrapositive method that, “If r is a real number
with r > 1, then there is no real number t with 0 < t < π/4 such that
sin(t) = r cos(t),” which of the following is a result of the forward process?

a. r − 1 ≥ 0. b. sin2(t) = r2(1− sin2(t)).

c. 1− r < 0. d. tan(t) = 1/r.

10.5 Suppose that m and n are integers with m 6= 0. In a proof by the
contrapositive method that, “If m does not divide n, then mx2 +nx+(n−m)
has no positive integer root,” which of the following is a result of the forward
process?

a. m divides n.

b. There is an integer x > 0 such that mx2 + nx + (n−m) 6= 0.

c. There is an integer x > 0 such that mx2 + nx + (n−m) = 0.

d. There is an integer x ≤ 0 such that mx2 + nx + (n−m) = 0.

10.6 When proving the proposition in the previous exercise using the con-
trapositive method, what is the subsequent key question and answer?

W 10.7 Suppose the contrapositive method is used to prove the proposition,
“If the derivative of the function f at the point x is not equal to 0, then
x is not a local maximum of f .” Which of the following is the correct key
question? What is wrong with the other choices?

a. How can I show that the point x is a local maximum of the function f?

b. How can I show that the derivative of a function f at a point x is 0?

c. How can I show that a point is a local maximum of a function?

d. How can I show that the derivative of a function at a point is 0?

10.8 Suppose that f is a function of one real variable, S is a set of real
numbers, and that the contrapositive method is used to prove the proposition,
“If no element x ∈ S satisfies the property that f(x) = 0, then f is not
bounded above.” Which of the following is a correct key question? What is
wrong with the other choices?

a. How can I show that a function is not bounded above?

b. How can I show that there is an element x ∈ S such that f(x) = 0?
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c. How can I show that a function is bounded above?

d. How can I show that there is a point in a set where the value of a
function is 0?

W 10.9 Is the contrapositive or contradiction method used in the following
proof of the proposition that, “If n and p are positive integers and n|p, then
n ≤ p”? If the contradiction method is used, identify the contradiction.

Proof. Suppose that n > p. Then because n|p, there is an
integer c such that p = cn. Now n > 0 and p > 0, so c > 0.
Therefore, p = cn > cp ≥ p, and so the proof is complete.

10.10 Is the contrapositive or contradiction method used in the proof in
Exercise 9.22? If the contradiction method is used, identify the contradiction.

10.11 Is the contrapositive or contradiction method used in the proof in
Exercise 9.23? If the contradiction method is used, identify the contradiction.

W 10.12 Suppose p > 1 is an integer and that you want to prove by the con-
trapositive method that, “If there is no integer m with 1 < m ≤ √p such that
m|p, then p is prime.” Which of the construction, choose, and specialization
techniques would you use subsequently in doing the proof? Explain.

10.13 Suppose that a, b, and c are real numbers with a > 0 and that you
want to prove by the contrapositive method that, “If there is no real number x
with ax2+bx+c = 0, then there is a real number x such that ax2+bx+c ≥ 0.”
Which of the construction, choose, and specialization techniques would you
use subsequently in doing the proof? Explain.

∗10.14 Suppose you are using the contrapositive method to prove that, “If a is
a positive real number, then for all real numbers b, c, and M with M > 0, there
is a real number x such that ax2 + bx + c > M .” Which of the construction,
choose, and specialization techniques would you use subsequently in doing the
proof? Explain.

W 10.15 Suppose that p and q are positive real numbers. Prove, by the
contrapositive method, that, if

√
pq 6= (p + q)/2, then p 6= q.

10.16 Suppose that a and b are positive real numbers. Prove, by the con-
trapositive method, that, if a 6= b, then (a + b)/2 >

√
ab.

W10.17 Prove, by the contrapositive method, that, if c is an odd integer, then
the equation n2 + n− c = 0 has no integer solution for n.

∗10.18 Suppose that m and n are integers with m 6= 0. Use the contrapositive
method to prove that, if m does not divide n, then mx2 + nx + n−m has no
positive integer root.

10.19 Use the approach in the proof of Proposition 15 to prove that the
function f(x) = x3 is one-to-one.
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W10.20 Prove, by the contrapositive method, that, if no angle of a quadri-
lateral RSTU is obtuse, then the quadrilateral RSTU is a rectangle.

∗10.21 Suppose that v is an upper bound for a set S of real numbers. Prove,
by the contrapositive method, that, if there is no real number ε > 0 such that,
for every element x ∈ S, x ≤ v − ε, then there is no real number u < v such
that u is an upper bound for S.

W10.22 Prove, by the contrapositive method, that, if x is a real number that
satisfies the property that, for every real number ε > 0, x ≥ −ε, then x ≥ 0.

∗10.23 Prove, by the contrapositive method, that, if u is a least upper bound
for a set S of real numbers, then ∀ real number ε > 0, ∃ an element x ∈ S
such that x > u− ε.

W 10.24 Write an analysis of proof that corresponds to the condensed proof
given below. Indicate which techniques are used and how they are applied.
Fill in the details of any missing steps where appropriate.

Proposition. Suppose that p > 1 is an integer. If there is no
integer m with 1 < m ≤ √p such that m|p, then p is prime.

Proof. Assume that p is not prime; that is, that there is
an integer n with 1 < n < p such that n|p. In the event
that n ≤ √p, then n is the desired integer m. Otherwise,
n >
√

p. Because n|p, there is an integer k such that p = nk. It
then follows that k is the desired value for m. This is because
k > 1, for otherwise, p ≤ n. Also, k ≤ √p, for otherwise,
nk >

√
p
√

p = p.

∗10.25 Write an analysis of proof that corresponds to the condensed proof
given below. Indicate which techniques are used and how they are applied.
Fill in the details of any missing steps where appropriate.

Definition. A set S of real numbers is bounded if there is a
real number M > 0 such that, for all elements x ∈ S, |x| < M .

Proposition. Suppose that S and T are sets of real numbers
with S ⊆ T . If S is not bounded, then T is not bounded.

Proof. Suppose that T is bounded. Hence, there is a real
number M ′ > 0 such that, for all x ∈ T , |x| < M ′. It is shown
that S is bounded. To that end, let x ∈ S. Because S ⊆ T , it
follows that x ∈ T . But then |x| < M ′ and so S is bounded,
thus completing the proof.
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∗10.26 Answer the given questions about the following proof that, “If a > 0
is an integer that is not a square, then

√
a is irrational.”

Proof. Suppose, to the contrary, that
√

a is rational. Then
there are integers p and q with q 6= 0 such that

√
a = p/q. This

means that p2 = aq2 and so q2|p2. But then it follows that q|p.
Hence, there is an integer b such that p = bq and so p2 = b2q2.
Thus a = b2 and so the proof is complete.

a. By reading only the first sentence, which proof techniques might the
author be using?

b. What technique is the author using in the second sentence?

c. Justify the statements p2 = aq2 and q2|p2 in the third sentence.

d. In the fourth sentence, the author is using previous knowledge. State
the proposition in if/then form that the author assumes has already
been proved. Use symbols that do not overlap with the symbols in the
proof.

e. Why is the author justified in claiming that the proof is complete in the
last sentence?



11
The Uniqueness Methods

You now have three major techniques for proving that “A implies B”: the
forward-backward, the contrapositive, and the contradiction methods. You
have also learned how and when to use the construction, choose, and spe-
cialization methods. Additional quantifier techniques are developed in this
chapter. Specifically, you will know to use a uniqueness method when a
statement contains the keyword “unique” (or “one and only one,” or “exactly
one”) as well as the quantifier “there is” in the form:

There is a unique object with a certain property such that
something happens.

This statement can arise in either the forward or the backward process, so
there are two proof techniques.

11.1 THE FORWARD UNIQUENESS METHOD

When you encounter a uniqueness statement in the forward process, you know
that there is one and only one object, say X, with the certain property and for
which the something happens. In addition to using X with its certain property
and something that happens, if you were to come across another object Y
with the same certain property and for which that something happens, you
can conclude that X and Y are the same; that is, that X = Y , and that
should help you to reach the conclusion that B is true. The act of writing
that X = Y as a new statement in the forward process is called the forward
uniqueness method and is illustrated with the following example.

125
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Proposition 17 If a, b, and c are real numbers with the property that the
equation ax2 + bx + c = 0 has a unique real solution, then b2 − 4ac = 0.

Analysis of Proof. Recognizing the keyword “unique” in the hypothesis, it
is appropriate to use the forward uniqueness method. Working forward from
the hypothesis that the equation ax2 + bx + c = 0 has a real solution, you
know by the quadratic formula that

A1: The following are solutions to the equation:

x̄ =
−b +

√
b2 − 4ac

2a
and ȳ =

−b −
√

b2 − 4ac

2a
.

In A1, both x̄ and ȳ are solutions to the equation ax2 + bx + c = 0, so, by
the hypothesis that there is a unique solution, the forward uniqueness method
allows you to state that

A2: x̄ = ȳ.

The conclusion is obtained by working forward from A1 and A2, as follows:

x̄ = −b+
√

b2−4ac
2a = −b−

√
b2−4ac
2a = ȳ (from A1 and A2)

b2 − 4ac = 0 (algebra).

The proof is now complete.

Proof of Proposition 17. Because the equation ax2 + bx + c = 0 has a
real solution, you know from the quadratic formula that the solutions are

x̄ =
−b +

√
b2 − 4ac

2a
and ȳ =

−b−
√

b2 − 4ac

2a
.

However, because the hypothesis states that the solution to the equation is
unique, it follows (by the forward uniqueness method) that x̄ = ȳ, and so, by
algebra, b2 − 4ac = 0, thus completing the proof.

11.2 THE BACKWARD UNIQUENESS METHOD

When the keyword “unique” appears in the backward process, you must show
not only that there is an object with a certain property such that something
happens, but also that there is only one such object. That is, with the back-
ward uniqueness method you must prove two statements: (a) there is
an object with the certain property such that the something happens and
(b) there is only one such object. As you already know, the first task is done
either by the construction or the contradiction method. The second task is
accomplished in one of the following two standard ways.
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The Direct Uniqueness Method

With the direct uniqueness method, you assume that there are two objects
having the certain property and for which the something happens. If there
really is only one such object then, using the two objects with their certain
properties, the something that happens, and the information in A, you must
conclude that the two objects are one and the same—that is, that they are
equal. The forward-backward method is usually the best way to prove that
the two objects are equal. This process is illustrated now.

Proposition 18 If a, b, c, d, e, and f are real numbers with the property that
ad− bc 6= 0, then there are unique real numbers x and y such that ax+ by = e
and cx + dy = f.

Analysis of Proof. Recognizing the keyword “unique” in the conclusion,
you should use the backward uniqueness method. Accordingly, it is first neces-
sary to construct real numbers x and y for which ax+by = e and cx+dy = f .
This is done in Proposition 4 on page 44 with the construction method. It
remains to ensure that there is only one pair of numbers that satisfy the two
equations. This is now established by the direct uniqueness method. Accord-
ingly, you assume that (x1, y1) and (x2, y2) are two objects with the certain
property and for which the something happens. In this case, that means that

A1:
A2:

ax1 + by1 = e and cx1 + dy1 = f and
ax2 + by2 = e and cx2 + dy2 = f .

With these four equations and the hypothesis A, the forward-backward method
is used to show that the two objects are the same; that is, that

B1: (x1, y1) = (x2, y2).

A key question associated with B1 is, “How can I show that two ordered pairs
of real numbers are equal?” Using Definition 4 on page 26 for equality of
ordered pairs, one answer is to show that

B2: x1 = x2 and y1 = y2.

Both of these statements are obtained from the forward process by applying
algebraic manipulations to the four equations in A1 and A2 and by using the
hypothesis that ad−bc 6= 0, as indicated in the condensed proof that follows.

Proof of Proposition 18. The existence of the real numbers x and y
satisfying the two equations is established in Proposition 4 on page 44. To
see that there is only one such solution, assume that (x1, y1) and (x2, y2) are
two pairs of real numbers satisfying

(1) ax1 + by1 = e (2) cx1 + dy1 = f

(3) ax2 + by2 = e (4) cx2 + dy2 = f.
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Subtracting (3) from (1) and (4) from (2) results in

(5) a(x1 − x2) + b(y1 − y2) = 0

(6) c(x1 − x2) + d(y1 − y2) = 0.

Multiplying (5) by d and (6) by b and then subtracting (6) from (5) yields

(7) (ad− bc)(x1 − x2) = 0.

Because, by hypothesis, ad− bc 6= 0, one has x1 − x2 = 0 and hence x1 = x2.
A similar sequence of algebraic manipulations establishes that y1 = y2 and
thus the uniqueness is proved.

The Indirect Uniqueness Method

With the indirect uniqueness method for showing that there is only one
object satisfying a certain property and for which something happens, you
assume that there are two different objects having the certain property and
for which the something happens. Now supposedly this cannot happen, so,
by using the certain property, the something that happens, the information
in A, and especially the fact that the objects are different, you must reach a
contradiction. This process is demonstrated now.

Proposition 19 If r > 0, then there is a unique real number x such that
x3 = r.

Analysis of Proof. The appearance of the keyword “unique” in the con-
clusion suggests starting with the backward uniqueness method. Accordingly,
the first step is to use the construction method to produce a real number x
such that x3 = r. This part of the proof is omitted so as to focus on how
the indirect uniqueness method is subsequently used to establish that there is
only one such real number. To that end, suppose that

A1: x and y are two different real numbers (that is, x 6= y)
such that x3 = r and y3 = r.

Using this information, and especially the fact that x 6= y, it is shown that
r = 0, which contradicts the hypothesis that r > 0.

To show that r = 0, work forward from A1. Specifically, because x3 = r
and y3 = r, it follows that

A2: x3 = y3 or x3 − y3 = 0.

On factoring, you have that

A3: (x− y)(x2 + xy + y2) = 0.
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Here is where you can use the fact that x 6= y to divide both sides of A3 by
x− y 6= 0, obtaining

A4: x2 + xy + y2 = 0.

Thinking of A4 as a quadratic equation of the form ax2 + bx+ c = 0, in which
a = 1, b = y, and c = y2, the quadratic formula states that

A5: x =
−y±
√

y2−4y2

2 =
−y±
√

−3y2

2 .

Because x is real and the foregoing formula requires taking the square root of
−3y2 , it must be that

A6: y = 0,

and if y = 0, then a contradiction to r > 0 is reached from A1 because

A7: r = y3 = 0.

Proof of Proposition 19. The proof that there is a real number x such that
x3 = r is omitted. To see that x is the only such number, assume that y 6= x
also satisfies y3 = r. Hence it follows that 0 = x3−y3 = (x−y)(x2 +xy+y2).
Because x 6= y, it must be that x2 + xy + y2 = 0. By the quadratic formula,

x =
−y ±

√

y2 − 4y2

2
=
−y ±

√

−3y2

2
.

Now x is real, so it must be that y = 0. But then r = y3 = 0, thus contra-
dicting the hypothesis that r > 0, and so the proof is complete.

Summary

In this chapter, you have learned the various uniqueness methods. Use a
uniqueness method when you come across a statement in the form, “there is
a unique object (or one and only one object, or exactly one object) with a
certain property such that something happens.”

When this statement occurs in the forward process, with the forward
uniqueness method you

1. Look for two objects, say X and Y , with that certain property and for
which that something happens.

2. You can then write, as a new statement in the forward process, that X
and Y are the same; that is, that X = Y . This statement should then
help you establish that the conclusion B is true.

Use the backward uniqueness method when, in the backward process, you
need to show that “there is a unique object with a certain property such that
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something happens.” Doing so requires two steps: first showing that there is
one such object, say X, and then showing that there is only one such object.
While the first task is accomplished with the construction or contradiction
method, you can accomplish the second task in one of two ways. With the
direct uniqueness method you

1. Assume that, in addition to the object X, Y is also an object with the
certain property and for which the something happens.

2. Use the certain property and something that happens for X and Y
together with the hypothesis A to show that X and Y are the same
(that is, that X = Y ).

With the indirect uniqueness method, you

1. Assume that Y is a different object from X with the certain property
and for which the something happens.

2. Use the properties of X and Y , the fact that they are different, and the
hypothesis A to reach a contradiction.

Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

Note: All proofs should contain an analysis of proof and a condensed version.
Definitions for all mathematical terms are provided in the glossary at the end
of the book.

W 11.1 Suppose that each of the following statements arises in the forward
process. When subsequently applying the forward uniqueness method with
the given objects, indicate (i) what you would have to show about those
objects and (ii) what you would then be able to conclude as a new statement
in the forward process.

a. Statement: There is one and only one line through two given points
(x1, y1) and (x2, y2) in the plane.

Given objects: Lines y = mx + b and y = cx + d.

b. Statement: There is exactly one solution to the system of equa-
tions ax + by = 0 and cx + dy = 0, where a, b, c, and
d are given real numbers.

Given objects: Solutions (x1, y1) and (x2, y2).

c. Statement: There is a unique complex number c + di for which
(a + bi)(c + di) = 1, where a and b are given real
numbers and i =

√
−1.

Given objects: Complex numbers r + si and t + ui.
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11.2 Suppose that each of the following statements arises in the forward
process. When subsequently applying the forward uniqueness method with
the given objects, indicate (i) what you would have to show about those
objects and (ii) what you would then be able to conclude as a new statement
in the forward process.

a. Statement: There is a unique maximizer of the function ax2+bx+
c, where a, b, and c are given real numbers with a < 0.

Given objects: Real numbers x∗ and y∗.

b. Statement: For a given function f of one real variable, there is
one and only one function g such that, for every real
number x, f(g(x)) = g(f(x)) = x.

Given objects: Functions F and G.

c. Statement: For a given integer n, there is a unique integer a > 0
such that a|n and for every integer b > 0 such that
b|n, b|a.

Given objects: Integers p and q.

W 11.3 Suppose that each of the statements in Exercise 11.1 appears in the
backward process. How would you proceed to prove these statements using
(i) the direct uniqueness method and (ii) the indirect uniqueness method?

11.4 Suppose that each of the statements in Exercise 11.2 appears in the
backward process. How would you proceed to prove these statements using
(i) the direct uniqueness method and (ii) the indirect uniqueness method?

∗11.5 Answer the given questions about the following proof that, “If u is an
upper bound for a set S of real numbers and u ∈ S, then u is the unique
element of S with the property that, for every element x ∈ S, x ≤ u.”

Proof. Suppose that v ∈ S also satisfies the property that, for
every element x ∈ S, x ≤ v. Then, because u ∈ S, it must be
that u ≤ v. Likewise, because for every element x ∈ S, x ≤ u
and v ∈ S, it must be that v ≤ u. It follows that u = v and so
the proof is complete.

a. In this backward uniqueness method, why does the author not first
establish that there is an object with the certain property such that
something happens?

b. Does this proof use the direct or indirect uniqueness method? Explain.

c. What proof technique is used in the second sentence?

d. Why is the author justified in claiming that the proof is complete in the
last sentence?
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11.6 Write an analysis of proof that corresponds to the condensed proof
given below. Indicate which techniques are used and how they are applied.
Fill in the details of any missing steps where appropriate.

Proposition. If a and c are real numbers with a < 0, then
x = 0 is the unique maximizer of the function f(x) = ax2 + c.

Proof. It was already shown in Exercise 5.15 that x = 0 is a
maximizer of f . Suppose now that y is also a maximizer of f .
Then, for every real number z, ay2 +c ≥ az2 +c. In particular,
ay2 + c ≥ a(0)2 + c = c. But then it follows by algebra that
y2 ≤ 0. Thus y = 0 and so the proof is complete.

11.7 Write an analysis of proof that corresponds to the condensed proof
given below. Indicate which techniques are used and how they are applied.
Fill in the details of any missing steps where appropriate.

Proposition. If a, b, c, and d are real numbers for which the
equations ax + by = 0 and cx + dy = 0 have a unique solution,
then ad− bc 6= 0.

Proof. Assume that ad− bc = 0. Note that, because the two
equations have a unique solution, it cannot be that both c and
d are 0. It then follows that x = d and y = −c is a solution to
the two equations, as is x = 0 and y = 0. By the uniqueness,
it must be that d = 0 and c = 0. This contradiction completes
the proof.

W 11.8 Prove that, if x is a real number > 2, then there is a unique real
number y < 0 such that x = 2y/(1 + y).

11.9 Prove that, if a and b are integers with a 6= 0 such that a|b, then there
is a unique integer k such that b = ka. (See Definition 1 on page 26.)

W11.10 Prove, by the indirect uniqueness method, that, if m and b are real
numbers with m 6= 0, then there is a unique number x such that mx + b = 0.

11.11 Prove, by the indirect uniqueness method, that there is a unique
integer n for which 2n2 − 3n− 2 = 0.

W 11.12 Prove that, if a and b are real numbers, at least one of which is not
0, and i =

√
−1, then there is a unique complex number, say c+di, such that

(a + bi)(c + di) = 1.

∗11.13 Prove that, if f is a function of one real variable such that for every
real number y, there is a unique real number x such that f(x) = y, then the
function f is one-to-one.



12
Induction

In Chapter 5, you learned to use the choose method when the quantifier “for
all” appears in the statement B. There is one special form of B containing
the quantifier “for all” for which a separate technique known as induction is
likely to be more successful.

12.1 HOW TO USE INDUCTION

You should consider induction seriously (even before the choose method) when
B has the form:

For every integer n ≥ 1, “something happens,”

where the something that happens is some statement, P (n), that depends on
the integer n. The following is an example:

For all integers n ≥ 1,

n∑

k=1

k =
n(n + 1)

2
︸ ︷︷ ︸

P(n)

, where
n∑

k=1

k = 1 + · · ·+ n.

When considering induction, the keywords to look for are “integer” and “≥ 1.”
One way to attempt proving such statements is to make an infinite list

of statements, one for each of the integers starting from n = 1, and then
prove each statement separately. While the first few statements on the list
are usually easy to verify, the issue is how to prove statement number n and

133
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beyond. For the foregoing example, the list is:

P (1) :
1∑

k=1

k = 1(1+1)
2

or 1 = 1

P (2) :
2∑

k=1

k = 2(2+1)
2 or 1 + 2 = 3

P (3) :
3∑

k=1

k = 3(3+1)
2 or 1 + 2 + 3 = 6

...

P (n) :
n∑

k=1

k = n(n+1)
2

P (n + 1) :
n+1∑

k=1

k = (n+1)[(n+1)+1]
2 = (n+1)(n+2)

2

...

Induction is a clever method for proving that each of these statements in
the infinite list is true. Think of induction as a proof machine that starts with
P (1) and progresses down the list, proving each statement as it proceeds.
Here is how the machine works.

The machine is started by your verifying that P (1) is true, which is easy
to do for the foregoing example. Then P (1) is fed into the machine. The
machine uses the fact that P (1) is true and automatically proves that P (2)
is true. You then put P (2) into the machine. The machine uses the fact that
P (2) is true to show that P (3) is true, and so on (see Figure 12.1).

Observe that, by the time the machine is going to prove that P (n + 1) is
true, it will already have shown that P (n) is true (from the previous step).
Thus, in designing the machine, you can assume that P (n) is true; your job
is to make sure that P (n + 1) is also true. In summary, the following steps
constitute a proof by induction.

The Steps of Induction

Step 1. Verify that P (1) is true.
Step 2. Use the assumption that P (n) is true to prove that P (n + 1) is

true.
Once you have completed these two steps, you no longer need to prove every
statement on the infinite list yourself because you have a machine that has
the capability of doing so.

To perform Step 1, replace n everywhere in P (n) by 1. To verify that the
resulting statement is true usually requires only some minor rewriting.

Step 2 is more challenging. You must reach the conclusion that P (n + 1)
is true by using the assumption that P (n) is true. There is a standard way
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Fig. 12.1 The proof machine for induction.

of doing this. Begin by writing the statement P (n + 1), which you want to
conclude is true. Because you are assuming that P (n) is true, you should
somehow try to rewrite the statement P (n + 1) in terms of P (n), for then
you can make use of the assumption that P (n) is true. Using the assumption
that P (n) is true is referred to as using the induction hypothesis. On
establishing that P (n+1) is true, the proof is complete. The steps of induction
are illustrated with the following proposition.

Proposition 20 For every integer n ≥ 1,
n∑

k=1

k = n(n+1)
2 .

Analysis of Proof. When using the method of induction, it is helpful to
write the statement P (n). In this case:

P (n):
n∑

k=1

k =
n(n+1)

2 .

The first step in a proof by induction is to verify P (1). Replacing n everywhere
by 1 in P (n), you obtain

P (1):
1∑

k=1

k = 1(1+1)
2 .
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With a small amount of rewriting, it is easy to verify this because

1∑

k=1

k = 1 =
1(1 + 1)

2
.

This step is often so easy that authors omit the details in the condensed proof
by saying, “The statement is clearly true for n = 1.” However, you should
include appropriate details of this step in your written proofs.

The second step is more involved. You must use the assumption that P (n)
is true to reach the conclusion that P (n+1) is true. The best way to proceed
is to write the statement P (n+1) by carefully replacing n everywhere in P (n)
with n + 1 and rewriting a bit, if necessary. In this case:

P (n + 1) :
n+1∑

k=1

k = (n+1)[(n+1)+1]
2

= (n+1)(n+2)
2

.

To reach the conclusion that P (n + 1) is true, begin with the left side of the
equality in P (n + 1) and try to make that side look like the right side. In so
doing, you should use the information in P (n) by relating the left side of the
equality in P (n+ 1) to the left side of the equality in P (n). Then you will be
able to use the right side of the equality in P (n). In this example,

P (n + 1) :
n+1∑

k=1

k =

(
n∑

k=1

k

)

+ (n + 1).

Now you can use the assumption that P (n) is true by replacing
n∑

k=1

k in

P (n + 1) with n(n + 1)/2 from P (n), obtaining

P (n + 1) :
n+1∑

k=1

k =

(
n∑

k=1

k

)

+ (n + 1) = n(n+1)
2 + (n + 1).

All that remains is a bit of algebra to rewrite n(n+1)
2

+ (n + 1) as (n+1)(n+2)
2

,
thus obtaining the right side of the equality in P (n + 1). The algebraic steps
are:

n(n + 1)

2
+ (n + 1) = (n + 1)

(n

2
+ 1

)

=
(n + 1)(n + 2)

2
.

Your ability to relate P (n+1) to P (n) so as to use the induction hypothesis
that P (n) is true determines the success of a proof by induction. If you are
unable to relate P (n+1) to P (n), then you might wish to consider a different
proof technique. On the other hand, if you can relate P (n + 1) to P (n),
you will find that induction is easier to use than almost any other technique.
To illustrate this fact, you are asked in the exercises to prove Proposition 20
without using induction. Compare your proof with the condensed proof that
follows.
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Proof of Proposition 20. The statement is clearly true for n = 1. Assume
the statement is true for n; that is, that

∑n
k=1 k = n(n + 1)/2. Then

n+1∑

k=1

k =

(
n∑

k=1

k

)

+ (n + 1)

= n(n+1)
2 + (n + 1)

= (n + 1)
(

n
2 + 1

)

= (n+1)(n+2)
2

.

Thus the statement is true for n + 1, and so the proof is complete.
Note that induction does not help you to discover the correct form of the

statement P (n). Rather, induction only verifies that a given statement P (n)
is true for all integers n greater than or equal to some initial one.

12.2 SOME VARIATIONS ON INDUCTION

From the foregoing discussion, you know that, in the second step in a proof
by induction, you use the assumption that P (n) is true to show that P (n+1)
is true. From a notational point of view, some authors prefer to use the
assumption that P (n − 1) is true to show that P (n) is true. These two
approaches are identical—either can be used, depending on your notational
preference. What is important is to establish that, if a general statement on
the infinite list is true, then the next statement is also true.

When using induction, the first value for n need not be 1. For instance,
you can use induction to prove that “for all integers n ≥ 5, 2n > n2.” The
only modification is that, to start the proof, you must verify P (n) for the first
given value of n. In this case, that first value is n = 5, so you have to check
that 25 > 52 (which is true because 25 = 32 while 52 = 25). The second step
of the induction proof remains the same—you still have to show that, if P (n)
is true (that is, 2n > n2), then P (n+1) is also true (that is, 2n+1 > (n+1)2).
In so doing, you can also use the fact that n ≥ 5, if necessary.

Another modification to the basic induction method arises when you are
having difficulty relating P (n + 1) to P (n). Suppose, however, that you can
relate P (n + 1) to P (j), where j < n. In this case, you would like to use
the fact that P (j) is true, but can you assume that P (j) is in fact true? The
answer is yes. To see why, recall the analogy of the proof machine (look again
at Figure 12.1) and observe that, by the time the machine has to show that
P (n + 1) is true, the machine has already proved that all of the statements
P (1), . . . , P (j), . . . , P (n) are true. Thus, when trying to show that P (n + 1)
is true, you can assume that P (n) and all preceding statements are true. Such
a proof is referred to as strong induction and is illustrated now.
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12.3 READING A PROOF

The process of reading and understanding a proof is demonstrated with the
following proposition.

Proposition 21 Any integer n ≥ 2 can be expressed as a finite product of
primes (see Definition 2 on page 26).

Proof of Proposition 21. (For reference purposes, each sentence of the
proof is written on a separate line.)

S1: The statement is clearly true for n = 2.
S2: Now assume the statement is true for all integers between

2 and n; that is, that any integer j with 2 ≤ j ≤ n can be
expressed as a finite product of primes.

S3: If n + 1 is prime, the statement is true for n + 1.
S4: Otherwise, there are integers p and q with 1 < p, q < n+1

such that n + 1 = pq.
S5: But by the induction hypothesis, p and q can be expressed

as a finite product of primes, and therefore so can n + 1.

The proof is now complete.

Analysis of Proof. An interpretation of statements S1 through S5 follows.

Interpretation of S1: The statement is clearly true for n = 2.
The author is performing the first step of induction by mentioning that the

statement is true for the first value of n; namely, n = 2. The statement is
true because 2 is itself prime.

Interpretation of S2: Now assume the statement is true for all integers
between 2 and n; that is, that any integer j with 2 ≤ j ≤ n can be expressed
as a finite product of primes.

The author is performing the second step of strong induction by assuming
that the statement is true for all integers between 2 and n. It remains to show
that the statement is true for n + 1.

Interpretation of S3: If n + 1 is prime, the statement is true for n + 1.
The author notes that the statement is true for n + 1 when n + 1 is prime,

which is clearly correct. Presumably, the author will also show that the state-
ment is also true when n + 1 is not prime.

Interpretation of S4: Otherwise, there are integers p and q with 1 < p, q <
n + 1 such that n + 1 = pq.

The author is showing that the statement is true when n + 1 is not prime.
Specifically, the author is using the fact that, when n + 1 is not prime, n + 1
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can be expressed as the product of two integers, say p and q, strictly between
1 and n + 1.

Interpretation of S5: But by the induction hypothesis, p and q can be
expressed as a finite product of primes, and therefore so can n + 1.

The author is applying the induction hypothesis to p and q, which is valid
because p and q are integers for which 2 ≤ p, q ≤ n (see S4). Doing so yields
that p and q are each a finite product of primes. The author then notes that,
as a result, n + 1 = pq is also a finite product of the primes that constitute p
and the product of the primes that constitute q. The strong induction proof is
now complete because the author has correctly established that the statement
is true for n + 1.

Summary

In this chapter, you have learned to use mathematical induction. Use induc-
tion when the statement you are trying to prove has the form, “For every
integer n ≥ n0, P (n),” where P (n) is some statement that depends on n. To
apply the method of induction,

1. Verify that the statement P (n) is true for n0. (To do this, replace n
everywhere in P (n) by n0, rewrite the resulting statement, and try to
establish that P (n0) is true.)

2. Assume that P (n) is true.

3. Write the statement P (n + 1) by replacing n everywhere in P (n) with
n + 1. (Some rewriting may be necessary to simplify the expression for
P (n + 1).)

4. Reach the conclusion that P (n +1) is true. To do so, relate P (n +1) to
P (n) and then use the fact that P (n) is true. The key to using induction
rests on your ability to relate P (n + 1) to P (n).

Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

Note: Unless otherwise stated, do all proofs by induction and write only a
condensed version. Definitions for all mathematical terms are provided in the
glossary at the end of the book.

W 12.1 For which of the following statements is induction applicable? When
induction is not applicable, explain why not.

a. For every positive integer n, 8 divides 5n + 2(3n−1) + 1.
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b. There is an integer n ≥ 0 such that 2n > n2.

c. For every integer n ≥ 1, 1(1!) + · · ·+ n(n!) = (n + 1)!− 1. (Recall that
n! = n(n− 1) · · ·1.)

d. For every integer n ≥ 4, n! > n2.

e. For every real number n ≥ 1, n2 ≥ n.

12.2 Upon learning about the method of induction, a student said, “I do
not understand something. After showing that the statement is true for n = 1,
you want me to assume that P (n) is true and to show that P (n + 1) is true.
How can I assume that P (n) is true—after all, aren’t we trying to show that
P (n) is true?” Answer this question.

W12.3 With regard to induction,

a. Why and when would you want to use induction instead of the choose
method?

b. Why is it not possible to use induction on statements of the form,
“For every real number with a certain property, something happens?”

12.4 Suppose that A(n) and B(n) are statements that depend on a positive
integer n. Explain how you would use induction to prove that, “For every
integer n ≥ 1, if A(n) is true, then B(n) is true.” For Step 2 of induction,
indicate what statement(s) you would assume is true and what statement(s)
you would have to show is true.

W 12.5 Describe a modified induction procedure for proving that:

a. For every integer n ≤ n0, P (n) is true.

b. For every integer n, P (n) is true.

12.6 Describe a modified induction procedure for proving that, for every
positive odd integer n, P (n) is true.

W 12.7 Prove that, for every integer n ≥ 1, 1(1!)+ · · ·+ n(n!) = (n + 1)!− 1.

12.8 Prove that, for every integer k ≥ 1, 1 + 2 + 22 + · · ·+ 2k−1 = 2k − 1.

W12.9 Prove that, for every integer n ≥ 5, 2n > n2.

12.10 Prove that, for every integer n ≥ 1,

1

n!
≤ 1

2n−1
.

12.11 Prove that $X invested at i% interest compounded once annually for
n ≥ 0 years will result in $ (1 + r)nX, where r = i

100 .
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W 12.12 Prove that a set of n ≥ 1 elements has 2n subsets (including the
empty set).

12.13 Prove that, if x > 1 is a given real number, then, for every integer
n ≥ 2, (1 + x)n > 1 + nx.

12.14 Prove that, for every integer n ≥ 2, if C1, . . . , Cn are convex sets,
then ∩n

i=1Ci is a convex set.

W 12.15 Prove, without using induction, that, for any integer n ≥ 1,
n∑

k=1

k = n(n + 1)/2.

12.16 A machine is filled with an odd number of chocolate candies and
an odd number of caramel candies. For 25 cents, the machine dispenses two
candies. Prove that, before being empty, the machine will dispense at least
one pair that consists of one chocolate candy and one caramel candy.

W12.17 Prove that, if i =
√
−1, then for every integer n ≥ 1, the complex

number [cos(x) + i sin(x)]n = cos(nx) + i sin(nx). Do this by showing that
(1) the statement is true for n = 1 and (2) if the statement is true for n− 1,
then the statement is true for n.

12.18 Prove that, in a line of at least two people, if the first person is a
woman and the last person is a man, then somewhere in the line there is a
man standing immediately behind a woman.

W 12.19 In the following condensed proof, explain how the author relates
P (n + 1) to P (n) and where the induction hypothesis is used.

Proposition. ∀ integer n ≥ 2,
n∏

k=2

(1 − 1
k2 ) = n+1

2n . (Here,
∏

stands for the product of all the numbers to the right of
the symbol, similar to the way σ stands for the sum.)

Proof. The statement is true for n = 2 because 1 − 1
4 =

3
4 = 2+1

2(2) . Assume the statement is true for n. Then

n+1∏

k=2

(1− 1
k2 ) =

(
n∏

k=2

(1− 1
k2 )

) (

1− 1
(n+1)2

)

= n+1
2n − 1

2n(n+1)

= n+2
2(n+1) .

The proof is now complete.
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W12.20 In the following condensed proof, explain how the author relates
P (n + 1) to P (n) and where the induction hypothesis is used.

Proposition. For every integer n ≥ 1, the derivative of xn

is nxn−1.

Proof. The statement is true for n = 1 because, (x)′ =
1 = 1x0. Assume now that (xn)′ = nxn−1. Then, for xn+1,

(xn+1)′ = [(x)(xn)]
′

= (x)′xn + x (xn)
′

= xn + x
(
nxn−1

)

= (n + 1)xn.

The proof is now complete.

12.21 In the following condensed proof, explain how the author relates
P (n + 1) to P (n) and where the induction hypothesis is used.

Proposition. For every integer n ≥ 2, if x1, . . . , xn are real
numbers strictly between 0 and 1, then (1−x1) · · · (1−xn) >
1− x1 − · · · − xn.

Proof. When n = 2, the statement is true because
(1 − x1)(1 − x2) = 1 − x1 − x2 + x1x2 > 1 − x1 − x2.
Assume the statement is true for n. Then for n + 1,

(1− x1)(1− x2) · · · (1− xn+1)
= [(1− x1)(1− x2) · · · (1− xn)](1− xn+1)
> (1− x1 − · · · − xn)(1 − xn+1)
= 1− x1 − · · · − xn − (1− x1 − x2 − · · · − xn)(xn+1)
= 1− x1 − · · · − xn − xn+1 + (x1 + x2 + · · ·+ xn)(xn+1)
> 1− x1 − · · · − xn − xn+1.

The proof is now complete.

∗12.22 Answer the given questions about the following proof that, “∀ integer
n ≥ 2, if x1, . . . , xn are real numbers, then

√

x2
1 + · · ·+ x2

n ≤ |x1|+ · · ·+ |xn|.”
Proof. You can easily verify that the statement is true
when n = 2. Now assume that the statement is true for n.
Then for n + 1, letting z2 = x2

1 + · · ·+ x2
n, it follows that

√

x2
1 + · · ·+ x2

n + x2
n+1 =

√

z2 + x2
n+1

≤ |z|+ |xn+1| (1)

=
√

x2
1 + · · ·+ x2

n + |xn+1|
≤ |x1|+ · · ·+ |xn|+ |xn+1|. (2)

The proof is now complete.
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a. Justify the first sentence by proving that the statement is true for n = 2.

b. Justify the inequality in (1).

c. Justify the inequality in (2).

∗12.23 Answer the given questions about the following proof that, “If f is a
function of one variable for which there is a real number α with 0 < α < 1
such that, for all real numbers x and y, |f(x)−f(y)| ≤ α|x−y| and x∗ is a real
number for which f(x∗) = x∗, then for any real number x0 and integer n ≥ 1,
|fn(x0) − x∗| ≤ αn|x0 − x∗|, where fn(x) = f(fn−1(x)) and f1(x) = f(x).”

Proof. Let x0 be a real number. Then for n = 1, you have
|f1(x0) − x∗| = |f(x0) − f(x∗)| ≤ α|x0 − x∗|. Now assume
that |fn(x0) − x∗| ≤ αn|x0 − x∗|, then for n + 1,

|fn+1(x0) − x∗| = |f(fn(x0)) − f(x∗)|
≤ α|fn(x0)− x∗| (1)
≤ α(αn|x0 − x∗|) (2)
= αn+1|x0 − x∗|.

The proof is now complete.

a. What proof technique is the author using in the first sentence and why?

b. Justify the inequality in the second sentence. What technique is the
author using?

c. Justify the inequality in (1).

d. Justify the inequality in (2).

W 12.24 What, if anything, is wrong with the following proof that all horses
have the same color?

Proof. Let n be the number of horses. When n = 1, the
statement is clearly true; that is, one horse has the same
color, whatever color it is. Assume that any group of n
horses has the same color. Now consider a group of n + 1
horses. Taking any n of them, the induction hypothesis
states that they all have the same color, say, brown. The
only issue is the color of the remaining “uncolored” horse.
Consider, therefore, any other group of n of the n+1 horses
that contains the uncolored horse. Again, by the induction
hypothesis, all of the horses in the new group have the same
color. Then, because all of the colored horses in this group
are brown, the uncolored horse must also be brown.
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W12.25 What, if anything, is wrong with the following condensed proof?

Proposition. If r is a real number with |r| ≤ 1, then for
all integers n ≥ 1, 1+ r+ r2 + · · ·+ rn−1 = (1− rn)/(1− r).

Proof. The statement is clearly true for n = 1. Assume it
is true for n. Then, for n + 1, one has,

1 + · · ·+ rn = (1− rn)/(1− r) + rn

= (1− rn + rn − rn+1)/(1− r)
= (1− rn+1)/(1− r).

The proof is now complete.

∗12.26 What, if anything, is wrong with the following condensed proof?

Proposition. For every integer n ≥ 2, if S1, S2, . . . , Sn are
convex sets of real numbers, then S1 ∪ S2 ∪ · · · ∪ Sn is a
convex set.

Proof. To see that the statement is true for n = 2, let
x, y ∈ S1 ∪ S2 and let t be a real number with 0 ≤ t ≤ 1.
Because x, y ∈ S1 ∪ S2 and because S1 is convex, tx + (1−
t)y ∈ S1. Likewise, because S2 is convex, tx+(1− t)y ∈ S2.
Thus, tx+(1−t)y ∈ S1∪S2 and so the union of two convex
sets is a convex set. Assume now that the statement is
true for n and let S1, S2, . . . , Sn+1 be convex sets of real
numbers. You then have that

S1 ∪ · · · ∪ Sn+1 = (S1 ∪ · · · ∪ Sn) ∪ Sn+1.

By the induction hypothesis, S = S1 ∪ · · · ∪ Sn is convex.
Finally, it has already been shown that the union of two
convex sets is convex and therefore S ∪ Sn+1 is convex,
completing the proof.

∗12.27 For a positive integer n, define the following function:

f(n) =







n/2, if n is even

3n + 1, if n is odd

Attempt to prove by induction that, for any integer n ≥ 1, there is an in-
teger k > 0 such that fk(n) = 1, where fk(n) is the result of successively
applying the foregoing function k times, starting with the integer n, that is,
fk(n) = fk−1(f(n)), and f1(n) = f(n). Explain why you are having difficulty
in doing so.



13
The Either/Or Methods

The either/or methods presented in this chapter arise when you come across
the keywords “either/or” in the form “either C or D is true,” (where C and
D are statements). These keywords can appear in the forward and backward
processes and so two different techniques are available.

13.1 PROOF BY CASES

To illustrate one of these methods, suppose that the keywords either/or arise
in the hypothesis of a proposition whose form is “C OR D implies B.” Ac-
cording to the forward-backward method, you can assume that C OR D is
true; you must conclude that B is true. The only question is whether you
should assume that C is true or whether you should assume that D is true.
Because you do not know which of these is correct, you should proceed with
a proof by cases; that is, you should do two proofs. In the first case you
assume that C is true and prove that B is true; in the second case you assume
that D is true and prove that B is true. By doing these two proofs it does
not matter whether C is true or whether D is true. If C is true, then you can
use the proof in Case 1; if D is true, then you can use the proof in Case 2.

A proof by cases is illustrated now. Observe how the words “either/or”
arise in the middle of the proof, thus leading to a proof by cases.

Proposition 22 If a is a negative real number, then x̄ = −b/(2a) is a maxi-
mizer of the function ax2 + bx + c.
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Analysis of Proof. No keywords appear in the hypothesis or conclusion, so
the forward-backward method is used to begin the proof. Working backward,
a key question is, “How can I show that a number [namely, x̄ = −b/(2a)] is
a maximizer of a function?” Applying the definition given in Exercise 5.1(a)
on page 63, it is necessary to show that

B1: For every real number x, ax̄2 + bx̄ + c ≥ ax2 + bx + c.

Recognizing the keywords “for all” in the backward process, the choose method
is used to choose

A1: A real number x,

for which it must be shown that

B2: ax̄2 + bx̄ + c ≥ ax2 + bx + c.

Subtracting ax2 + bx + c from both sides of B2 and factoring out x̄ − x, it
must be shown that

B3: (x̄− x)[a(x̄ + x) + b] ≥ 0.

If x̄− x = 0, then B3 is true. Thus you can assume that

A2: x̄− x 6= 0.

It is important to note here that you can rewrite A2 as follows so as to contain
the keywords “either/or” explicitly:

A3: Either x̄− x > 0 or x̄− x < 0.

At this point, recognizing the keywords “either/or” in the forward process,
it is time to use a proof by cases. Accordingly, you should do two proofs—first
assume that x̄− x > 0 and prove that B3 is true; then assume that x̄−x < 0
and again prove that B3 is true. These two proofs are done now.

Case 1: Assume that

A4: x̄− x > 0.

In this case you can divide both sides of B3 by the positive number x̄ − x;
thus, it must be shown that

B4: a(x̄ + x) + b ≥ 0.

Working forward from the fact that x̄ = −b/(2a) and a < 0 (see the hypoth-
esis), it follows from A4 that

A5: 2ax̄ + b > 0,

and so
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A6: a(x̄ + x) + b = ax + b/2 = (2ax + b)/2 > 0.

Thus B3 is true and this completes the first case.

Case 2: Now assume that

A4: x̄− x < 0.

In this case you can divide both sides of B3 by the negative number x̄ − x;
thus, it is necessary to show that

B4: a(x̄ + x) + b ≤ 0.

Working forward from the fact that x̄ = −b/(2a) and a < 0 (see the hypoth-
esis), it follows from A4 that

A5: 2ax + b < 0,

and so

A6: a(x̄ + x) + b = ax + b/2 = (2ax + b)/2 < 0.

Thus B4 is true and this completes the second case and the entire proof.

Observe that the proof of the foregoing second case is almost identical
to that of the first case except for a reversal of sign in several places. Most
mathematicians would not write the details for both cases. Rather, when they
recognize the similarity of the two cases, they would say, “Assume, without
loss of generality, that Case 1 occurs . . ..” They would then proceed to present
the details for that case, omitting the second case altogether. In other words,
the words “assume, without loss of generality, . . .” mean that the author
will present only one of the cases in detail; you will have to provide the details
of the other case for yourself, as is illustrated in the following condensed proof
of Proposition 22.

Proof of Proposition 22. Let x be a real number. (The word “let”
indicates that the choose method is used.) It is shown that ax̄2 + bx̄ + c ≥
ax2 + bx + c, or equivalently, that (x̄ − x)[a(x̄ + x) + b] ≥ 0. This is true if
x̄ − x = 0, so assume that x̄ − x 6= 0. Then either x̄ − x > 0 or x̄ − x < 0.
Assume, without loss of generality, that x̄ − x > 0. Because a < 0 and
x̄ = −b/(2a), it follows that [a(x̄ + x) + b] > 0, and the proof is complete.

13.2 PROOF BY ELIMINATION

Suppose now that the keywords “either/or” arise in the conclusion of a propo-
sition whose form is “A implies C OR D.” With the forward-backward
method, you assume A is true and need to conclude that either C is true
or else D is true. The only question is whether you should try to show that
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C is true or whether you should try to show that D is true. In some of
these proofs, as you work forward, you might also encounter the keywords
“either/or” in the form “either A1 or A2.” Proceeding with a proof by cases,
it might happen that, in the first case, when you assume A1 is true, you can
work forward to establish that C is true. Then, in the second case, when you
assume that A2 is true, you can work forward to establish that D is true, thus
completing the proof. This approach is illustrated now.

Proposition 23 If x2 − 5x + 6 ≥ 0, then either x ≤ 2
︸ ︷︷ ︸

C

or x ≥ 3
︸ ︷︷ ︸

D

.

Analysis of Proof. Recognizing the keywords “either/or” in the conclusion,
you can now turn to the forward process and see if the keywords “either/or”
arise. Working forward from A by factoring, it follows that

A1: (x− 2)(x− 3) ≥ 0.

The only way the product of the two real numbers in A1 can be ≥ 0 is if

A2: Either x− 2 ≤ 0 and x− 3 ≤ 0
or x− 2 ≥ 0 and x− 3 ≥ 0.

Recognizing the keywords “either/or” in the forward statement A2, a proof
by cases is appropriate. Accordingly, assume first that

Case 1: x− 2 ≤ 0 and x− 3 ≤ 0.
In this case, it follows from the first inequality that x ≤ 2, which establishes

that statement C in the conclusion is true. Now assume that

Case 2: x− 2 ≥ 0 and x− 3 ≥ 0.
In this case, it follows from the second inequality that x ≥ 3, which estab-

lishes that statement D in the conclusion is true.
The proof is now complete.

Proof of Proposition 23. From the hypothesis that x2−5x+6 ≥ 0, either
x− 2 ≤ 0 and x− 3 ≤ 0 or else x− 2 ≥ 0 and x− 3 ≥ 0. In the former case,
x ≤ 2, while in the latter case, x ≥ 3, thus establishing the conclusion and
completing the proof.

An alternative approach to proving a proposition that contains the key-
words “either/or” in the conclusion in the form “either C OR D” is to use
a method called a proof by elimination. Specifically, to eliminate the un-
certainty of trying to determine whether to prove that C is true or that D
is true, suppose you were to make the additional assumption that C is not
true. Clearly it had better turn out that, in this case, D is true. Thus, with
a proof by elimination, you assume that A is true and C is false; you must
then conclude that D is true, as is illustrated now with Proposition 23.
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Analysis of Proof. Recognizing the keywords “either/or” in the conclusion,
you can proceed with a proof by elimination. Thus, assume that

A:
A1 (NOT C):

x2 − 5x + 6 ≤ 0 and
x > 2.

It is your job to conclude that

B1 (D): x ≥ 3.

Working forward from A by factoring, it follows that

A2: (x− 2)(x− 3) ≥ 0.

Dividing both sides of A2 by x− 2 > 0 (see A1), you have

A3: x− 3 ≥ 0.

Adding 3 to both sides of A3 yields B1, thus completing the proof.

Proof of Proposition 23. Assume that x2 − 5x + 6 ≥ 0 and x > 2. It
follows that (x− 2)(x− 3) ≥ 0. Because x > 2, x − 2 > 0, and so it must be
that x ≥ 3, as desired.

Note that you can do a proof by elimination of “A implies C OR D” equally
well by assuming that A is true and D is false and then concluding that C is
true. Try this approach with Proposition 23.

13.3 READING A PROOF

The process of reading and understanding a proof that uses the either/or
methods is demonstrated with the following proposition.

Proposition 24 If p and b are positive integers for which p is prime and p
does not divide b, then the only positive integer that divides both p and b is 1.

Proof of Proposition 24. (For reference purposes, each sentence of the
proof is written on a separate line.)

S1: Clearly, 1 divides both p and b.
S2: To see that 1 is the only such integer, let d > 0 be an integer

that divides both b and p.
S3: Thus, there is an integer k such that b = kd.
S4: Because p is prime and d divides p, it must be that d = 1 or

d = p.
S5: Now d 6= p, otherwise, b = kp and p would divide b.
S6: It therefore follows that d = 1.

The proof is now complete.
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Analysis of Proof. An interpretation of statements S1 through S6 follows.

Interpretation of S1: Clearly, 1 divides both p and b.
The author recognizes the keywords “one and only one” in the conclusion

and therefore uses a uniqueness method. Accordingly, the author first states
that 1 divides both p and b (which is true because 1 divides every integer).

Interpretation of S2: To see that 1 is the only such integer, let d > 0 be an
integer that divides both b and p.

This statement indicates that the author is using the direct uniqueness
method and therefore assumes that

A1: d > 0 divides both b and p.

To complete the direct uniqueness method, the author must show that the
two objects, d and 1, are the same; that is, that

B1: d = 1.

Indeed the author reaches this conclusion in S6.

Interpretation of S3: Thus, there is an integer k such that b = kd.
The author is working forward by definition from the fact that d divides b

(see A1) to claim that

A2: There is an integer k such that b = kd.

Interpretation of S4: Because p is prime and d divides p, it must be that
d = 1 or d = p.

The author is working forward by definition from the hypothesis that p is
prime, so,

A3: The only positive integers that divide p are 1 and p.

The author rewords A3 to read

A4: For every positive integer a that divides p, a = 1 or a = p.

In this form, the author recognizes the quantifier “for all” in the forward
process and specializes A4 to a = d > 0, which does divide p (see A1). The
result of this specialization, as the author claims in S4, is

A5: d = 1 or d = p.

Interpretation of S5: Now d 6= p, otherwise, b = kp and p would divide b.
Recognizing the keywords “either/or” in A5, the author proceeds with a

proof by cases and assumes first that d = p. However, the author shows by
contradiction that this is impossible. Specifically, the author works forward by
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substituting d = p into A2, which results in b = kp. By definition, this means
that p divides b, which contradicts the hypothesis that p does not divide b.

Interpretation of S6: It therefore follows that d = 1.
Having ruled out the first case of d = p in A5, the author now proceeds to

the second case, which is that d = 1, as stated in S6. However, the fact that
d = 1 completes the direct uniqueness method (see B1) and hence the proof.

Summary

Use an either/or method when you encounter these keywords in the forward or
backward process. A proof by cases is used in the forward process to show that
“C OR D implies B.” To do so you must do two proofs; that is,

Case 1: Prove that C implies B.

Case 2: Prove that D implies B.

A proof by elimination is used in the backward process to show that
“A implies C OR D,” as follows:

1. Assume that A and NOT C are true.

2. Work forward from A and NOT C to establish that D is true.

3. Work backward from D.

(You could equally well assume that A and NOT D are true, and work forward
to prove that C is true. You can also work backward from C in this case.)

Observe that, with a proof by elimination, only one proof is needed to show
that “A implies C OR D”—you can prove either “A AND (NOT C) implies
D,” or “A AND (NOT D) implies C”; either one of these two proofs by itself
suffices. In contrast, with a proof by cases, two separate proofs are needed to
show that “C OR D implies B”—you must prove both that “C implies B”
and that “D implies B.”

Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

Note: All proofs should contain an analysis of proof and a condensed version.
Definitions for all mathematical terms are provided in the glossary at the end
of the book.

13.1 Rewrite the following statements so that the words “either/or” appear
explicitly (where a and b are integers, x and y are real numbers, and S and
T are sets).
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a. a|b and b|a implies a = ±b. b. |x| > 3.

c. xy = 0. d. z ∈ S ∪ T .

W 13.2 A student said, “I started to use a proof by cases to show that
“C OR D implies B,” but when I assumed that C was true, instead of estab-
lishing that B was true, I reached a contradiction. What does this mean?”

a. Answer the student’s question.

b. Identify where this situation arises in the condensed proof of Proposition
6 on page 59.

W 13.3 Answer the following questions pertaining to the either/or methods.

a. Describe how a proof by elimination is applied to prove a statement of
the form, “If A, then C OR D OR E.”

b. Describe how a proof by cases is applied to prove a statement of the
form, “If C OR D OR E, then B.”

13.4 If the contradiction method is used on each of the following problems,
what technique will you use to work forward from NOT B? Explain.

a. A implies (C AND D).

b. A implies [(NOT C) AND (NOT D)].

W 13.5 Explain where, why, and how an either/or method is used in the
condensed proof of the proposition in Exercise 5.18 on page 67. Is this a proof
by cases or by elimination?

W13.6 Explain where, why, and how an either/or method is used in the con-
densed proof presented in Exercise 9.27 on page 113. Is this a proof by cases
or by elimination?

13.7 Explain where, why, and how an either/or method is used in the proof
of Proposition 16 on page 118. Is this a proof by cases or by elimination?

13.8 Explain where, why, and how an either/or method is used in the proof
of Proposition 21 on page 138. Is this a proof by cases or by elimination?

13.9 Explain where, why, and how an either/or method is used in the fol-
lowing proof. Is this a proof by cases or by elimination?

Proposition. If i =
√−1 and a + bi and c + di are complex

numbers for which (a + bi)(c + di) = 1, then a 6= 0 or b 6= 0.

Proof. Because (a + bi)(c + di) = 1, ac + adi + bci− bd = 1.
That is, ac − bd = 1 and ad + bc = 0. If a = 0, then −bd = 1.
It then follows that b 6= 0 and so the proof is complete.
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W 13.10 Consider the proposition, “If x is a real number that satisfies the
property that x3 + 3x2 − 9x− 27 ≥ 0, then |x| ≥ 3.”

a. Reword the proposition so that it is of the form “A implies C OR D.”

b. Prove the proposition by assuming that A and NOT C are true.

W13.11 Prove the proposition in the previous exercise by assuming that A
and NOT D are true.

W13.12 Prove that, if a and b are integers for which a|b and b|a, then a = ±b.

∗13.13 Write an analysis of proof that corresponds to the condensed proof
given below. Indicate which techniques are used and how they are applied.
Fill in the details of any missing steps where appropriate.

Proposition. If n is a positive integer, then either n is
prime, or n is a square, or n divides (n− 1)!.

Proof. If n = 1, then n = 12 is a square and the proposi-
tion is true. Similarly, if n = 2, then n is prime and again
the proposition is true. So suppose that n > 2 is neither
prime nor a square. Because n > 2 is not prime, there are
integers a and b with 1 < a < n and 1 < b < n such that
n = ab. Also, because n is not square, a 6= b. This means
that a and b are integers with 2 ≤ a 6= b ≤ n−1. That is, a
and b are two different terms of (n − 1)(n− 2) · · ·1. Thus,
ab = n divides (n− 1)!.

W 13.14 Prove that, if a, b, and c are integers for which a|b or a|c, then a|(bc).
13.15 Prove that, if m and n are integers, then either 4 divides mn or else
4 does not divide n.

∗13.16 Prove that, if S and T are subsets of a universal set U , then (S∩T )c =
Sc ∪ T c, where Xc = {x ∈ U : x 6∈ X}. Indicate clearly where and why an
either/or method arises.

∗13.17 Answer the given questions about the following proof that, “If n and
m are positive integers for which n ≤ 2m, then either n is prime or m ≥ √n.”

Proof. Assume that n is not prime. Then there are integers
a and b with 1 < a, b < n such that n = ab. Now it is easy
to show that a and b ≤ n/2. Thus, n = ab ≤ n2/4 ≤ m2.
The proof is completed by taking the positive square root
of both sides of the foregoing inequality.

a. What proof technique is the author using in the first sentence and why?
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b. Justify the third sentence by proving that, if c and n are positive integers
with c < n and c|n, then c ≤ n/2. (You need not provide an analysis of
proof.)

c. Justify the inequality n2/4 ≤ m2 in the fourth sentence.

d. Justify the statement in the last sentence and explain why the author
is correct in claiming that the proof is complete.

∗13.18 Answer the given questions about the following proof that, “If a, b,
and p are integers for which p is prime and p|(ab), then p|a or p|b.”

Proof. Assume that p does not divide a. Then, because p
is prime, by a previously proved result, it follows that there
are integers m and n such that mp + na = 1. Multiplying
through by b yields mpb + nab = b. Furthermore, because
p|(ab), there is an integer c such that ab = cp. You now
have b = mpb + ncp = (mb + nc)p. But this means that p|b
and so the proof is complete.

a. What proof technique is the author using in the first sentence and why?
What statement should the author show to complete the proof and
where does the author do this?

b. In the second sentence, the author is using previous knowledge. State
this previous proposition in an “if...then...” form using symbols that are
different from the ones in the proposition here.

c. Justify the equality b = mpb + ncp in the fifth sentence.

d. Justify the statement in the last sentence and explain why the author
is correct in claiming that the proof is complete.



14
The Max/Min Methods

The final techniques you will learn are the max/min methods that arise
in problems dealing with the smallest and largest element of a set of real
numbers. Observe that some sets of real numbers do not have a smallest
and largest element, such as {real numbers s : 0 < s < 1}. However, for the
moment, suppose that S is a nonempty set of real numbers having both a
smallest member, say x, and a largest member, say y. In this case one writes
x = min{s : s ∈ S} and y = max{s : s ∈ S} which, by definition, means that
x and y are elements of S such that, for every element s ∈ S, s ≥ x and s ≤ y.

14.1 HOW TO USE THE MAX/MIN METHODS

For some sets, such as {real numbers s : 0 ≤ s ≤ 1}, it is easy to identify the
smallest element (x = 0) and the largest element (y = 1). In other cases, you
might have to prove, for example, that a particular element x ∈ S is or is not
the smallest element of S. According to the definition,

x = min{s : s ∈ S} if and only if for every element s ∈ S, s ≥ x.

Likewise, negating the foregoing definition using the techniques in Chapter 8,

x 6= min{s : s ∈ S} if and only if there is an element s ∈ S such
that s < x.

Thus, you can see that working with the minimum (and maximum) of a
set involves working with the quantifiers there is and for all. Indeed, the
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(b) – All of S to the right of z.

(a) – Some of S to the left of z.

(d) – All of S to the left of z.

(c) – Some of S to the right of z.
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Fig. 14.1 Possible positions of a set S relative to a real number z.

idea behind the max/min methods is to convert the given statement into
an equivalent one containing a quantifier—then you can use the appropriate
choose, construction, or specialization method.

To see how this conversion is done, suppose that, for a given real number
z, you are interested in the position of the set S relative to the number z. For
instance, you might want to prove one of the following statements:

Problem Statement Math Statement Associated Fig.

1. Some of S is to the left of z. min{s : s ∈ S} ≤ z Figure 14.1(a)

2. All of S is to the right of z. min{s : s ∈ S} ≥ z Figure 14.1(b)

3. Some of S is to the right of z. max{s : s ∈ S} ≥ z Figure 14.1(c)

4. All of S is to the left of z. max{s : s ∈ S} ≤ z Figure 14.1(d)
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The technique associated with converting the first two to statements with
quantifiers is discussed here and the remaining two are left as exercises.

Consider, therefore, the problem of trying to show that the smallest mem-
ber of S is ≤ z. An equivalent problem containing a quantifier is obtained by
considering the foregoing statement 1. Because some of S should be to the
left of z, you need to show that there is an elements s ∈ S such that s ≤ z,
which can be done with the construction method, as is illustrated now.

Proposition 25 If a, b, and c are real numbers with a > 0 and b 6= 0, then
min{ax2 + bx + c : x is a real number} < c.

Analysis of Proof. From the form of B, the max/min method is used.
According to the foregoing discussion, you can convert the statement B to,

B1: There is a real number x such that ax2 + bx + c < c,

or equivalently, by subtracting c from both sides of the inequality, you must
show that

B2: There is a real number x such that ax2+bx = x(ax+b) < 0.

Once in this form, it is clear that you should use the construction method to
produce the real number x.

Turning to the forward process, you know that b 6= 0 and so,

A1: Either b < 0 or b > 0.

Recognizing the keywords “either/or” in the forward process, a proof by cases
is appropriate. Accordingly,

Case 1: Assume that b < 0.
In this case, because a > 0 from the hypothesis,

A2: −b/a > 0.

So, constructing x as any real number with −b/a > x > 0, B2 is true because

A3: x(ax + b) < 0 (as x > 0 and ax + b < 0).

Case 2: Assume that b > 0.
In this case, because a > 0 from the hypothesis,

A4: −b/a < 0.

So, constructing x as any real number with −b/a < x < 0, B2 is true because

A5: x(ax + b) < 0 (as x < 0 and ax + b > 0).

This completes the proof by cases and the entire proof as well.
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Proof of Proposition 25. It will be shown that there is a real number x
such that ax2 + bx+ c < c, for then, min{ay2 + by + c : y is a real number} <
ax2 + bx+ c < c (this is the max/min method). To that end, assume, without
loss of generality, that b < 0 (here is where a proof by cases is used). Then
because a > 0, any real number x for which −b/a > x > 0 satisfies ax2 + bx+
c < c and so the proof is complete.

Turning now to the problem of showing that the smallest member of S is
≥ z, the approach is slightly different. To proceed, consider the foregoing
statement 2. Because all of S should be to the right of z, an equivalent
problem is to show that, for every element s ∈ S, s ≥ z. The choose method
is used to do so, as illustrated in the next section.

14.2 READING A PROOF

As you know, some sets of numbers do not have a largest and/or smallest
element. One condition when a subset of the natural numbers—denoted
by N = {integers n : n > 0}—does have a smallest element is given in the
following axiom (recall from Chapter 3 that an axiom is a statement that is
accepted as being true without a supporting proof):

The Least Integer Principle—Every nonempty set of positive integers has
a least element; that is, if S is a nonempty subset of N , then there is an
element x ∈ S such that, for every element s ∈ S, s ≥ x.

The use of the Least Integer Principle is illustrated in the following proof.
Can you identify where the max/min method arises?

Proposition 26 If x < y are positive real numbers, then there is a rational
number r such that x < r < y.

Proof of Proposition 26. (For reference purposes, each sentence of the
proof is written on a separate line.)

S1: Let n be a positive integer such that n(y − x) > 1.
S2: Now consider the set T = {integers k > 0 : k > nx}.
S3: It is clear that T 6= ∅ and so, by the Least Integer Principle,

T has a least element, say m.
S4: As m ∈ T , m > nx and it is now shown that m < ny.
S5: Suppose, to the contrary, that m ≥ ny > 1 + nx > 1.
S6: But then m− 1 ∈ T because m− 1 ≥ ny − 1 > nx > 0.
S7: The fact that m − 1 < m contradicts m being the least

element of T .
S8: It now follows that nx < m < ny and so r = m/n satisfies

x < r < y and, as such, r is the desired rational number.

The proof is now complete.
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Analysis of Proof. An interpretation of statements S1 through S8 follows.

Interpretation of S1: Let n be a positive integer such that n(y − x) > 1.
The author is creating an integer n with the property that n(y − x) > 1,

which is possible because y − x > 0 and so any integer > 1
y−x will do. What

is not clear is why the author is doing this. To learn the answer, ask yourself
what proof technique you would use to begin this proof. Recognizing the
keywords “there is” in the conclusion, the author should use the construction
method to construct a rational number r with x < r < y. If this is so,
then the integer n in statement S1 should be used to construct the rational
number r, which, according to the definition, requires constructing an integer
numerator and nonzero integer denominator. Indeed, as indicated in S8, n is
the denominator of r. It remains to construct the integer numerator m and
show that n and m satisfy the needed properties that n 6= 0 (where does the
author do this?) and x < r = m/n < y, which is what statements S2 through
S7 are about.

Interpretation of S2: Now consider the set T = {integers k > 0 : k > nx}.
The author has defined a set T of positive integers that, hopefully, will be

used to construct the integer numerator of the rational number r.

Interpretation of S3: It is clear that T 6= ∅ and so, by the Least Integer
Principle, T has a least element, say m.

The author is now working forward from the previous knowledge of the
Least Integer Principle. In so doing, the author recognizes the quantifier “for
all” in the forward process and, as such, specializes the for-all statement in
the Least Integer Principle to the specific set T . To do so, however, the author
must verify that T satisfies the certain property of being nonempty in that
for-all statement. Indeed, the author mentions that T is nonempty, which is
true because any integer > nx is in T . The result of specialization is the least
integer m of the set T . As seen in statement S8, m is the numerator of the
rational number r; that is, in S8, the author constructs r = m/n. According
to the construction method, the author must show that x < r < y, which is
what the remaining statements S4 through S7 are about.

Interpretation of S4: As m ∈ T , m > nx and it is now shown that m < ny.
The fact that m ∈ T is true because m is the least integer of T , which, by

definition, means that m ∈ T . By the defining property of T (see S2), this in
turn means that m > nx, as the author states in S4. It is not clear why the
author then says that “...it will be shown that m < ny.” The answer is in S8
because, if indeed nx < m < ny, then dividing through by n > 0 yields the
desired conclusion that x < m/n = r < y, as the author notes in S8.
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Interpretation of S5: Suppose, to the contrary, that m ≥ ny > 1 + nx > 1.
The author is using the contradiction method to show that m < ny and

therefore correctly assumes that m ≥ ny. The author then notes that ny >
1 + nx, which follows by simple algebra from statement S1. The final in-
equality that 1 + nx > 1 is true because nx > 0. The foregoing inequalities
should eventually be used to reach a contradiction. Can you identify the
contradiction?

Interpretation of S6: But then m−1 ∈ T because m−1 ≥ ny−1 > nx > 0.
The author is showing that m− 1 ∈ T , again hopefully to reach a contra-

diction. To show that m− 1 ∈ T , the author verifies that m− 1 satisfies the
defining property of T , namely, that m− 1 > 0 and m− 1 > nx. To do this,
the author notes that m − 1 ≥ ny − 1, which is true because m ≥ ny (see
S5). Finally, ny − 1 > nx by applying algebra to S1 and the author notes
that nx > 0.

Interpretation of S7: The fact that m−1 < m contradicts m being the least
element of T .

Here, at last, the author reaches a contradiction and this is accomplished
with the max/min method. Specifically, by the max/min method, because
m = min{t : t ∈ T}, it follows that, for every element t ∈ T , t ≥ m. The
author has shown that this statement is not true—that is, that there is an
element t ∈ T such that t < m. Indeed, the author has used the construction
method to produce the integer t = m − 1 ∈ T (see S6), which is clearly less
than m. This contradiction establishes that m < ny.

Interpretation of S8: It now follows that nx < m < ny and so r = m/n
satisfies x < r < y and, as such, r is the desired rational number.

The author now completes the construction of the rational number r,
namely, r = m/n. However, the author must show that this value of r is
correct—that is, that n 6= 0 and that x < r < y. The author actually men-
tions in S1 that n is positive, which is true because n is chosen this way, and
so n 6= 0. To see that x < r < y, the author has established that nx < m < ny
from S4 and the subsequent proof by contradiction in S5, S6, and S7. As
stated in S8, dividing through by n > 0, it follows that x < m/n = r < y,
and so indeed the proof is complete.

Summary

Use a max/min method when you need to show that the largest or smallest
element of a set is ≤ or ≥ some fixed number. To do so, convert the statement
into an equivalent statement containing a quantifier and then apply the choose,
construction, or specialization method, whichever is appropriate, based on
whether the quantifier appears in the forward or backward process.
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Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

Note: All proofs should contain an analysis of proof and a condensed version.
Definitions for all mathematical terms are provided in the glossary at the end
of the book.

W 14.1 Convert the following max/min problems to an equivalent statement
containing a quantifier, in which S is a set of real numbers and z is a given
real number.

a. max{s : s ∈ S} ≤ z.

b. max{s : s ∈ S} ≥ z.

14.2 Convert the following max/min problems to an equivalent statement
containing a quantifier, in which a, b, c, and u are given real numbers, and x
is a variable.

a. min{cx : ax ≤ b and x ≥ 0} ≤ u.

b. max{cx : ax ≤ b and x ≥ 0} ≥ u.

c. min{ax : b ≤ x ≤ c} ≥ u.

d. max{ax : b ≤ x ≤ c} ≤ u.

14.3 Convert each of the following statements into an equivalent statement
having a quantifier.

a. The maximum of a function f over all real numbers x with 0 ≤ x ≤ 1
is less than or equal to the real number y.

b. The minimum of a function f over all real numbers x with 0 ≤ x ≤ 1 is
less than or equal to the real number y.

W 14.4 Prove that min{x(x− 2) : x is a real number} ≥ −1.

14.5 Prove that max{real numbers x : x ≤ 2−x} ≥ 0.5.

14.6 Prove that, if S and T are sets of real numbers such that S has a
smallest element, S ⊂ T , and t∗ is a real number such that, for each element
t ∈ T , t ≥ t∗, then min{s : s ∈ S} ≥ t∗.

W14.7 Suppose that a, b, and c are given real numbers and that x and u
are variables. Prove that min{cx : ax ≥ b, x ≥ 0} is at least as large as
max{ub : ua ≤ c, u ≥ 0}.
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∗14.8 Suppose that S and T are subsets of real numbers for which S has a
smallest element and T has a largest element. Prove that, if S ∩ T 6= ∅, then
max{t : t ∈ T} ≥ min{s : s ∈ S}.

∗14.9 Prove that min{s : s ∈ S} = −max{−s : s ∈ S}, where S is a set
of real numbers. (Hint: To show that the two numbers min{s : s ∈ S} and
−max{−s : s ∈ S} are equal, show that the first number is ≤ the second
number and vice versa. Then use the max/min methods to do so.)

14.10 Answer the given questions about the following proof that, if a, b, and
c are real numbers with a < 0, then max{ax2 + bx+ c : x is a real number} ≤
(4ac− b2)/(4a).

Proof. Let x be a real number. It then follows that

ax2 + bx + c = a

(

x +
b

2a

)2

+
4ac− b2

4a
≤ 4ac− b2

4a
.

The proof is now complete.

a. What proof techniques are used in the first sentence and why did the
author use those techniques?

b. Justify the inequality in the second sentence.

∗14.11 Answer the given questions about the following proof that induction
works. That is, suppose that P (n) is some statement that depends on the
integer n and consider the following proof that, if P (1) is true and for all
n ≥ 1, P (n) implies P (n + 1), then for all integers n ≥ 1, P (n) is true.

Proof. Suppose to the contrary that n ≥ 1 is an integer for
which P (n) is false. Let T = {integers m ≥ 1 : P (m) is false}.
Note that T 6= ∅ and so, by the Least Integer Principle, T has
a smallest element, say k. Now k ≥ 2 and P (k) is false. But
then, from the hypothesis, it follows that P (k−1) is false. This
means that k − 1 ∈ T , which contradicts the fact that k is the
smallest element of T and this completes the proof.

a. The first sentence indicates that this is a proof by contradiction. What
is the contradiction?

b. Justify the statement that T 6= ∅ in the third sentence.

c. Why is the author justified in claiming that k ≥ 2 in the fourth sentence?

d. Why does the author need k ≥ 2 instead of k ≥ 1? Explain.

e. Justify the fifth sentence. What proof technique has the author used?
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Summary

The list of proof techniques is now complete. The techniques presented here
are not the only ones, but they do constitute the basic set. You will come
across others as you are exposed to more mathematics—perhaps you will
develop some of your own. In any event, there are many fine points and tricks
that you will pick up with experience. A final summary of how and when to
use each of the various techniques for proving the proposition “A implies B”
is in order.

15.1 THE FORWARD-BACKWARD METHOD

With the forward-backward method, you assume that A is true and your job
is to prove that B is true. Through the forward process, you derive from A
a finite sequence of statements, A1, A2, . . ., An, that are necessarily true as
a result of assuming that A is true. This sequence is guided by the backward
process whereby, through asking and answering the key question, you derive
from B a new statement, B1, with the property that, if B1 is true, then so is
B. This backward process is then applied to B1, resulting in a new statement,
B2, and so on. The objective is to link the forward sequence to the backward
sequence by generating a statement in the forward sequence that is the same
as the last statement obtained in the backward sequence. Then, like a column
of dominoes, you can do the proof by going forward along the sequence from
A all the way to B.

163
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15.2 THE CONSTRUCTION METHOD

When obtaining the sequence of statements, watch for quantifiers to appear,
for then the construction, choose, and/or specialization methods are likely
to be useful in doing the proof. For instance, when the quantifier “there is”
arises in the backward process in the standard form:

There is an “object” with a “certain property” such that
“something happens,”

consider using the construction method to produce the desired object. With
the construction method, you work forward from the assumption that A is
true to construct (produce, or devise an algorithm to produce, and so on)
the object. However, the actual proof consists of showing that the object you
construct satisfies the certain property and also that the something happens.

15.3 THE CHOOSE METHOD

When the quantifier “for all” arises in the backward process in the standard
form:

For all “objects” with a “certain property,”
“something happens,”

consider using the choose method. Here, your objective is to design a model
proof for establishing that the something happens for a general object with
the certain property. If successful, then you could, in theory, repeat this proof
for each object with the certain property. You therefore choose an object that
has the certain property. You must conclude that, for the chosen object, the
something happens. Once you choose the object, work forward from the fact
that the chosen object has the certain property (together with the information
in A) and backward from the something that happens.

15.4 THE SPECIALIZATION METHOD

When the quantifier “for all” arises in the forward process in the standard
form:

For all “objects” with a “certain property,”
“something happens,”

you will probably want to use the specialization method. To do so, look
for one of these objects with the certain property. By using specialization,
you can then conclude, as a new statement in the forward process, that the
something does happen for that particular object. That fact should then be
helpful in reaching the conclusion that B is true. When using specialization,
be sure to verify that the particular object does satisfy the certain property,
for only then does the something happen.
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If statements contain more than one quantifier—that is, the quantifiers are
nested—process them in the order in which they appear from left to right.
As you read the first quantifier in the statement, identify its objects, certain
property, and something that happens. Then apply an appropriate technique
based on whether the statement is in the forward or backward process, and
whether the quantifier is “for all” or “there is.” This process is repeated until
all quantifiers are dealt with.

15.5 THE CONTRADICTION METHOD

When the statement B contains the keyword “no” or “not,” or when the
forward-backward method fails, you should consider the contradiction method.
With this approach, you assume that A is true and B is false. This gives you
two facts from which you must derive a contradiction to something that you
know to be true. Where the contradiction arises is not always obvious but is
obtained by working forward from the statements A and NOT B.

15.6 THE CONTRAPOSITIVE METHOD

In the event that the contradiction method fails, there is still hope with the
contrapositive method. To use the contrapositive approach, write the state-
ments NOT B and NOT A using the techniques of Chapter 8. Then, by
beginning with the assumption that NOT B is true, your job is to conclude
that NOT A is true. This is best accomplished with the forward-backward
method, working forward from NOT B and backward from NOT A. Remem-
ber to watch for quantifiers to appear in the forward and backward processes,
for if they do, then the corresponding construction, choose, and/or special-
ization methods may be useful.

15.7 THE UNIQUENESS METHODS

Use a uniqueness method when you come across a statement in the form,
“there is a unique object (or one and only one object, or exactly one object)
with a certain property such that something happens.” When this statement
occurs in the forward process, with the forward uniqueness method you

1. Assume that there is an object X with the certain property and for
which the something happens.

2. Look for another object Y with that certain property and for which that
something happens. You can then write, as a new forward statement,
that X and Y are the same; that is, that X = Y . This statement should
then help you establish that the conclusion B is true.
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Use the backward uniqueness method when you need to show that there is a
unique object with a certain property such that something happens. Doing so
requires two steps: first showing that there is one such object, say X, and then
showing that there is only one such object. While the first task is accomplished
with the construction or contradiction method, you can accomplish the second
task in one of two ways. With the direct uniqueness method you (1) assume
that, in addition to the object X, Y is also an object with the certain property
and for which the something happens and (2) use the properties of X and Y
together with the hypothesis A to show that X and Y are the same (that
is, that X = Y ). With the indirect uniqueness method you (1) assume that
Y is a different object from X with the certain property and for which the
something happens and (2) use the properties of X and Y , the fact that they
are different, and the hypothesis A to reach a contradiction.

15.8 THE INDUCTION METHOD

Consider using the induction method (even before the choose method) when
the statement B has the form:

For every integer n ≥ some initial integer, a statement
P (n) is true.

The first step of induction is to verify that P (n) is true for the first possible
value of n. The second step requires you to show that, if P (n) is true, then
P (n + 1) is true. The success of a proof by induction rests on your ability to
relate P (n+1) to P (n) so that you can use the assumption that P (n) is true.
In other words, to perform the second step of induction, write the statement
P (n), replace n everywhere by n + 1 to obtain P (n + 1), and then see if you
can express P (n + 1) in terms of P (n). Only then will you be able to use the
assumption that P (n) is true to reach the conclusion that P (n + 1) is true.

15.9 EITHER/OR METHODS

Use a proof by cases when the keywords “either/or” arise in the forward
process in the form, “If C OR D, then B.” Two proofs are required. In the
first case you assume that C is true and then prove that B is true; in the
second case you assume that D is true and then prove that B is true.

Use a proof by elimination when the keywords “either/or” arise in the
backward process in the form, “If A, then C OR D.” To do so, assume that
A is true and C is not true (that is, A and NOT C); you should then show
that D is true. This is best accomplished with the forward-backward method.
Alternatively, you can assume that A and NOT D are true; in this case you
have to show that C is true.
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15.10 THE MAX/MIN METHODS

When a statement indicates that the smallest (largest) element of a set of
real numbers is less (greater) than or equal to a particular real number, say
z, then you should use a max/min method. Doing so involves rewriting the
statement in an equivalent form using the quantifier “for all” or “there is,”
whichever is appropriate. Once in this form, you can then apply the choose,
construction, or specialization method.

How to Read and Do Proofs

A final summary of how to read and do proofs is in order.

How to Read a Proof

A written proof is nothing more than a sequence of applications of the indi-
vidual techniques you have now learned. However, due to the way in which
they are written, there are three reasons why proofs are challenging to read:

1. The author does not always refer to the techniques by name.

2. Several steps are combined in a single sentence with little or no justifi-
cation.

3. The steps of a proof are not necessarily presented in the order in which
they were performed when the proof was done.

To read a proof, you have to reconstruct the author’s thought processes. Doing
so requires that you identify which techniques are used and how they apply to
the particular problem. Begin by trying to determine what technique is used
to start the proof. Then try to follow the methodology associated with that
technique. Watch for quantifiers to appear, for then the author is likely to
use the corresponding choose, induction, construction, and/or specialization
methods. The inability to follow a particular step of a written proof is often
due to the lack of sufficient detail. To fill in the gaps, learn to ask yourself
how you would proceed to do the proof. Then try to see if the written proof
matches your thought process.

The following is a final example of how to read a proof, where it is shown
that, when you divide an integer b by an integer a ≥ 1, you get a unique whole
number and a unique remainder. The subsequent analysis-of-proof provides
an explanation of which techniques are used and how they are applied to the
specific problem.

Proposition 27 If a and b are integers with a ≥ 1, then there are unique
integers q and r such that b = aq + r, where 0 ≤ r < a.
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Proof of Proposition 27. (For reference purposes, each sentence of the
proof is written on a separate line.)

S1: The values of q and r are obtained from the least element
of the following set of integers: M = {integers w ≥ 0 :
there is an integer k such that w = b − ak}.

S2: Now if b ≥ 0, then for k = 0, you have w = b ∈M .
S3: While if b < 0, then for k = b, you have w = b − ak =

b− ab = b(1− a) ≥ 0 as b < 0 and 1− a ≤ 0, so w ∈M .
S4: Now if 0 ∈M , then 0 is the least element of M ; otherwise,

M has a least element by the Least-Integer Principle and
so, in either case, let r be the least element of M .

S5: Because r ∈ M , (1) r ≥ 0 and (2) there is an integer q
such that r = b− aq, or equivalently, b = aq + r.

S6: To see that r < a, assume that r ≥ a.
S7: Then w = b− a(q + 1) is a smaller element of M than r.
S8: You can see that w ∈ M because, for k = q + 1, you have

w = b− ak = b− a(q + 1) = b− aq − a = r − a ≥ 0.
S9: Also, w < r because w = b − a(q + 1) = b − aq − a <

b− aq = r.
S10: It remains to show that these values of q and r are unique,

so, suppose that m and n are also integers for which
b = am + n and 0 ≤ n < a.

S11: But then, a(q −m) = n − r and −a < n− r < a.
S12: From this you have −a < a(q −m) < a and so q −m = 0.
S13: Finally, substituting m = q in a(q − m) = n − r yields

n− r = 0, that is, n = r.

The proof is now complete.

Analysis of Proof. An interpretation of statements S1 through S13 follows.

Interpretation of S1: The values of q and r are obtained from the least
element of the following set of integers: M = {integers w ≥ 0 : there is an
integer k such that w = b− ak }.

The author recognizes the keyword “unique” in the conclusion and is there-
fore using a backward uniqueness method (is it the direct or indirect method?).
As such, the first step is to construct the integers q and r, which the author
states are going to come from the least element of the set M . Thus, the author
is using previous knowledge of the Least Integer Principle (see page 158).

Interpretation of S2: Now if b ≥ 0, then for k = 0, you have w = b ∈M .
To use the Least Integer Principle it must be shown that M 6= ∅, which is

what the author is doing in S1, when b ≥ 0 and in S2, when b < 0. Specifically,
because either b ≥ 0 or b < 0, the author uses a proof by cases to show that
M 6= ∅. In the first case, when b ≥ 0, the author constructs k = 0 in S1 to
show that w = b ≥ 0 satisfies the defining property of M .
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Interpretation of S3: While if b < 0, then for k = b, you have w = b−ak =
b− ab = b(1− a) ≥ 0 as b < 0 and 1− a ≤ 0, so w ∈M .

The author is completing the proof by cases. Specifically, for the case when
b < 0, the author shows that w = b− ab satisfies the defining property of M .
To do so, the author constructs k = b and shows that w = b− ak = b− ab =
b(1− a) ≥ 0, the last inequality being true because b < 0 and a ≥ 1 from the
hypothesis. Thus, from S1 and S2, the author has shown that M 6= ∅.

Interpretation of S4: Now if 0 ∈ M , then 0 is the least element of M ;
otherwise, M has a least element by the Least-Integer Principle and so, in
either case, let r be the least element of M .

Note that to use the Least Integer Principle requires that the set consist
of strictly positive integers. The author mentally observes that the set M
consists of nonnegative integers and therefore works forward to note that
either 0 ∈ M or 0 6∈ M . Proceeding with a proof by cases, in the first case,
when 0 ∈ M , the author states that 0 is the least integer of M , which is true
because all elements of M are ≥ 0. In the second case, when 0 6∈ M , the
author uses the Least Integer Principle to claim that M has a least element,
which is true because, in this case, M consists of strictly positive integers and
it has already been shown in S2 and S3 that M 6= ∅. Thus, in either case, M
has a smallest element, r. Here is where the author has finally constructed
the integer r. It remains to construct the integer q, which the author does
next.

Interpretation of S5: Because r ∈M , (1) r ≥ 0 and (2) there is an integer
q such that r = b− aq, or equivalently, b = aq + r.

The author uses the defining property of M and the fact that r ∈ M to
claim that there is an integer q such that r = b−aq, or equivalently, b = aq+r.
The author has now constructed the integers r in S4 and q in S5. According
to the construction method, the author must show that these values of r and
q are correct—that is, that 0 ≤ r < a. The first inequality is true by the
defining property of M , as stated in S5. The fact that r < a is shown next.

Interpretation of S6: To see that r < a, assume that r ≥ a.
The author is using the contradiction method to show that r < a and,

accordingly, assumes that this is not true—that is, that r ≥ a.

Interpretation of S7: Then w = b − a(q + 1) is a smaller element of M
than r.

The author is making a claim that, if true, is in fact a contradiction. Specif-
ically, from S4, the author has shown that r is the smallest element of M .
However, if the author’s claim in S7 is true, then w would be a smaller ele-
ment of M than r, which cannot happen. The author must therefore show
that w = b − a(q + 1) ∈ M (which is done in S8) and that w < r (which is
done in S9).
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Interpretation of S8: You can see that w ∈M because, for k = q + 1, you
have w = b− ak = b− a(q + 1) = b− aq − a = r − a ≥ 0.

The author is showing that w ∈ M by using the defining property of M .
Thus, the author constructs the integer k = q + 1 and shows, by algebra and
the fact that r = b− aq from S5, that w = b− ak ≥ 0.

Interpretation of S9: Also, w < r because w = b− a(q + 1) = b− aq− a <
b− aq = r.

The author is showing that w < r by algebra and the fact that r = b− aq
from S5. The author has now shown that w ∈ M in S8 and w < r in S9.
This establishes the contradiction that r is not the smallest element of M ,
as stated in S4. This contradiction means that r < a and so the author has
now completed the construction method by establishing that the constructed
values of q and r satisfy the desired properties that b = aq + r (see S5) and
0 ≤ r < a (see S5 and S6).

Interpretation of S10: It remains to show that these values of q and r are
unique, so, suppose that m and n are also integers for which b = am + n and
0 ≤ n < a.

The author is now completing the proof by using the direct uniqueness
method to show that q and r are unique. Thus, the author assumes that m
and n are also integers that satisfy the same properties as q and r, that is,
that b = am + n and 0 ≤ n < a. According to the direct uniqueness method,
the author must show that m and n are the same as q and r, that is, that
m = q and n = r. This is accomplished in S11, S12, and S13.

Interpretation of S11: But then, a(q −m) = n− r and −a < n− r < a.
The author applies algebra to the properties of these integers. Specifically,

subtracting b = am + n from b = aq + r and bringing the term r − n to the
other side leads to a(q−m) = n− r. To see that −a < n− r, the author uses
the fact that 0 ≤ n and r < a. Specifically, 0 ≤ n and −a < −r, so adding
these two inequalities results in −a < n − r. Similarly, because 0 ≤ r and
n < a, you have −r ≤ 0 and n < a, so adding these two inequalities results
in n − r < a.

Interpretation of S12: From this you have −a < a(q − m) < a and so
q −m = 0.

In S11, the author replaces the expression n − r in the inequalities with
a(q−m) to obtain −a < a(q−m) < a. The author then mentally (1) divides
the foregoing inequality through by a > 0 to obtain −1 < q − m < 1 and
(2) notes that the only integer strictly between −1 and 1 is 0 and hence
concludes that q −m = 0.

Interpretation of S13: Finally, substituting m = q in a(q −m) = n − r
yields n− r = 0, that is, n = r.
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The author uses the fact that q−m = 0 from S12 to state that m = q and
then substitutes that into a(q −m) = n − r (see S11) to obtain n − r = 0,
which means that n = r. This together with the fact that m = q obtained in
S12 completes the direct uniqueness method and hence the proof.

How to Do a Proof

When trying to prove that “A implies B,” let the form of A and B guide
you as much as possible. For example, you should scan the statement B for
certain keywords, which often indicate how to proceed. If you come across
the quantifier “there is,” then consider the construction method, whereas the
quantifier “for all” suggests using the choose or induction method. When
the statement B contains the word “no” or “not,” you will probably want
to use the contrapositive or contradiction method. Other keywords to look
for are “unique,” “either/or,” and “maximum” and “minimum,” for then the
corresponding uniqueness, either/or, and max/min methods are appropriate.
If no keywords appear in the hypothesis or conclusion, then you should proceed
with the forward-backward method. Here is a final example of doing a proof
in which the following definitions are used.

Definition 18 A function f of one real variable is a convex function if
and only if, for all real numbers x, y, and t with 0 ≤ t ≤ 1, it follows that
f(tx + (1 − t)y) ≤ tf(x) + (1− t)f(y).

Definition 19 A function f of one variable is increasing if and only if, for
all real numbers x and y with x ≤ y, f(x) ≤ f(y).

Proposition 28 If g is a convex function and f is an increasing convex func-
tion, then the function f ◦ g is a convex function. [Recall that f ◦ g is the
function defined for all real numbers x by (f ◦ g)(x) = f(g(x)).]

Analysis of Proof. The forward-backward method is used to begin the
proof because the hypothesis A and the conclusion B do not contain keywords
(such as “for all” or “there is”). Working backward, you are led to the key
question, “How can I show that a function (namely, f ◦ g) is convex?” Using
Definition 18, you must show that

B1: For all real numbers x, y, and t with 0 ≤ t ≤ 1, it follows
that (f ◦ g)(tx + (1− t)y) ≤ t(f ◦ g)(x) + (1− t)(f ◦ g)(y).

Because the backward statement B1 contains the quantifier “for all,” you
should now proceed with the choose method. Accordingly, you should choose

A1: Real numbers x, y, and t with 0 ≤ t ≤ 1,

for which you must show that

B2: (f ◦ g)(tx + (1− t)y) ≤ t(f ◦ g)(x) + (1− t)(f ◦ g)(y).
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This is accomplished by working forward. Specifically, from the hypothesis
that g is convex, by definition, this means that

A2: For all real numbers u, v, and s with 0 ≤ s ≤ 1, it follows
that g(su + (1 − s)v) ≤ sg(u) + (1− s)g(v).

Recognizing the keywords “for all” in the forward statement A2, you should
now use specialization. Specifically, specializing A2 with u = x, v = y, and
s = t and noting from A1 that 0 ≤ t ≤ 1, the result is that

A3: g(tx + (1− t)y) ≤ tg(x) + (1− t)g(y).

Working forward from the hypothesis that f is an increasing function, by
Definition 19, this means that

A4: For all real numbers u and v with u ≤ v, f(u) ≤ f(v).

Recognizing the keywords “for all” in the forward statement A4, you should
now use specialization. Specifically, specializing A4 with u = g(tx + (1− t)y)
(the left side of the inequality in A3) and v = tg(x) + (1 − t)g(y) (the right
side of the inequality in A3), and noting from A3 that, for these values of
u and v, u ≤ v, the result is that

A5: f(g(tx + (1− t)y)) ≤ f(tg(x) + (1− t)g(y)).

Now work forward from the hypothesis that f is a convex function. Accord-
ingly, by definition, this means that

A6: For all real numbers u, v, and s with 0 ≤ s ≤ 1, it follows
that f(su + (1− s)v) ≤ sf(u) + (1− s)f(v).

Recognizing the keywords “for all” in the forward statement A6, you should
now use specialization. Specifically, specializing A6 with u = g(x), v = g(y),
and s = t and noting from A1 that 0 ≤ t ≤ 1, the result is that

A7: f(tg(x) + (1− t)g(y)) ≤ tf(g(x)) + (1− t)f(g(y)).

Combining the inequalities in A5 and A7, you have

A8: f(g(tx + (1− t)y)) ≤ tf(g(x)) + (1− t)f(g(y)),

or equivalently, by the definition of f ◦ g,

A9: (f ◦ g)(tx + (1− t)y) ≤ t(f ◦ g)(x) + (1− t)(f ◦ g)(y).

The proof is now complete because A9 is the same as B2.

Proof of Proposition 28. To see that f ◦ g is convex, let x, y, and t be
real numbers, with 0 ≤ t ≤ 1, for which it must be shown that

(f ◦ g)(tx + (1− t)y) ≤ t(f ◦ g)(x) + (1− t)(f ◦ g)(y). (15.1)

Now because g is convex, by definition,
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g(tx + (1− t)y) ≤ tg(x) + (1− t)g(y). (15.2)

Applying f to both sides of (15.2) and using the hypothesis that f is an
increasing function yields

f(g(tx + (1− t)y)) ≤ f(tg(x) + (1− t)g(y)). (15.3)

Also, because f is convex, by definition, the right side of (15.3) satisfies

f(tg(x) + (1− t)g(y)) ≤ tf(g(x)) + (1− t)f(g(y)). (15.4)

Combining the inequalities in (15.3) and (15.4), you have

f(g(tx + (1− t)y)) ≤ tf(g(x)) + (1− t)f(g(y)). (15.5)

The proof is now complete because (15.5) is the same as (15.1).

You now have all of the techniques you need to do a proof, but keep in
mind that this is a creative endeavor. For example, you know when to use
the construction method, but actually constructing the object can require a
great deal of creativity. Nevertheless, learning to do proofs is like learning a
language—the more you practice, the easier it gets. If all of these techniques
fail, you may wish to stick to Greek—after all, it’s all Greek to me.

Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

Note: All proofs should contain an analysis of proof and a condensed version.
Definitions for all mathematical terms are provided in the glossary at the end
of the book.

W 15.1 For each of the following statements, indicate which technique you
would use to begin the proof and explain why.

a. If p and q are odd integers, then the equation x2 + 2px + 2q = 0 has no
rational solution for x.

b. For every integer n ≥ 4, n! > n2.

c. If f and g are convex functions, then f + g is a convex function.

d. If a, b, and c are real variables, then the maximum value of ab + bc + ac
subject to the condition that a2 + b2 + c2 = 1 is less than or equal to 1.

e. In a plane, there is one and only one line perpendicular to a given line
L through a point P on the line.
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15.2 For each of the following statements, indicate which technique you
would use to begin the proof and explain why.

a. If p > 1 is an integer that is not prime, then there is an integer m with
1 < m ≤ √p such that m|p.

b. If f and g are continuous functions at the point x, then so is the function
f + g.

c. If a and b are integers for which a|b and b|a, then a = ±b.

d. If f and g are functions such that (1) for all real numbers x, f(x) ≤ g(x)
and (2) there is no real number M such that, for all x, f(x) ≤ M ,
then there is no real number M > 0 such that, for all real numbers x,
g(x) ≤M .

e. If f and g are continuous functions at the point x, then, for every real
number ε > 0, there is a real number δ > 0 such that, for all real
numbers y with |x− y| < δ, |f(x) + g(x)− (f(y) + g(y))| < ε.

W 15.3 For each of the problems in Exercise 15.1, state how the technique you
chose to begin the proof would be applied to that problem. Indicate what you
would assume, what you would conclude, and how you go about doing it.

15.4 For each of the problems in Exercise 15.2, state how the technique you
chose to begin the proof would be applied to that problem. Indicate what you
would assume, what you would conclude, and how you go about doing it.

W15.5 Describe how you would use each of the following techniques to prove
that, “For every integer n ≥ 4, n! > n2.” State what you would assume and
what you would conclude.

a. Induction method. b. Choose method.

c. Forward-Backward method. d. Contradiction method.

15.6 Suppose that S and T are sets of real numbers with S ⊆ T . Describe
how you would use each of the following techniques to prove that, “If ε > 0
is a real number such that, for every element x ∈ T , x ≤ ε, then for every
element x ∈ S, x ≤ ε.” State what you would assume and what you would
conclude.

a. Choose method. b. Specialization method.

c. Contradiction method. d. Contrapositive method.

15.7 Reword the following proposition in such a way that it would be ap-
propriate, based on keywords, to use the given technique to begin the proof:
“If X = {

(
1 + 1

n

)n
: n > 0 is an integer}, then, for every element x ∈ X,

x ≤ 3.”
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a. Max/Min method.

b. Contradiction method.

c. Induction method.

15.8 Suppose the forward-backward method is used to start each of the fol-
lowing proofs. List all of the techniques that are likely to be used subsequently
in the proof.

a. (C AND D) implies (E OR F ).

b. (C OR D) implies (E AND F ).

c. If X is an object such that, for all objects Y with a certain property,
something happens, then there is an object Z with a certain property
such that something else happens.

d. If for all objects X with a certain property, something happens, then
there is an object Y with a certain property such that, for all objects Z
with a certain property, something else happens.

15.9 Repeat the previous exercise assuming that the contrapositive method
is used to start each proof.

15.10 Identify all of the techniques that are used in the condensed proof in
Exercise 13.13 on page 153.

15.11 Identify all of the techniques that are used in the condensed proof in
Exercise 10.24 on page 123.

∗15.12 Identify all of the techniques that are used in the condensed proof in
Exercise 6.25 on page 80.

15.13 Prove that, if ABC is a right triangle with sides of integer length a
and b and hypotenuse of integer length c, then 1

2ax2 + cx + b has a rational
root.

15.14 Prove that, if S is a set of real numbers and x = max{s : s ∈ S},
then x is the only element of S such that, for every element s ∈ S, s ≤ x.

∗15.15 Prove that, if p is a polynomial and q is a polynomial, then p + q is a
polynomial [where for every real number x, (p + q)(x) = p(x)+ q(x)]. (Recall
that a polynomial is a function f of one real variable for which there is an
integer n ≥ 0 and real numbers a0, a1, . . . , an such that, for every real number
x, f(x) = a0 + a1x

1 + · · ·+ anxn.)
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15.16 Let f be a function of one real variable. Prove that, if x1 < x2 < x3

are real numbers for which f(x1) < f(x2) and f(x2) > f(x3), then f is not
linear. (Recall that a function f is linear if and only if there are real numbers
m and b such that, for every real number x, f(x) = mx + b.)

15.17 Answer the given questions pertaining to the following condensed
proof that, for a function f of one variable, if x1 < x2 < x3 are real numbers
for which f(x1) < f(x2) and f(x2) > f(x3), then f is not a convex function.

Proof. Suppose, to the contrary, that f is a convex function.
Then consider the real number t = x3−x2

x3−x1

. It is not hard to
show that 0 < t < 1 and that x2 = tx1 + (1− t)x3. Therefore,
by the fact that f is a convex function, it follows that

f(x2) = f(tx1 + (1− t)x3) ≤ tf(x1) + (1− t)f(x3)
< tf(x2) + (1− t)f(x2) = f(x2).

The foregoing contradiction completes the proof.

a. The first sentence indicates that the author is using the contradiction
method. What is the contradiction?

b. Why is the author creating a value for t? What proof technique is this
value of t being used for?

c. Justify the third sentence by showing that 0 < t < 1 and also that
x2 = tx1 + (1− t)x3.

d. Justify the strict inequality that
tf(x1) + (1− t)f(x3) < tf(x2) + (1− t)f(x2).
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16
Generalization

In Part 1 you learned how to read and do proofs, which is one example of
a mathematical thinking process. In Part 2, you will learn a number of
other thinking processes related to creating and using proofs.

16.1 WHAT IS GENERALIZATION?

The first process to be described is generalization, in which you create from
an original mathematical concept—such as a problem, a formula, a definition,
a proposition, or a mathematical object—a broader concept that includes
not only the original concept but also something new and different. The
original concept that you start with is referred to as the special case and
the new broader concept you create is called the generalization. To draw an
analogy, think of the special case as a set S and the generalization as a set T
that contains all of S and something more (see Figure 16.1). The advantage of
generalization is that any results and insights you obtain for the generalization
apply not only to the special case that gave rise to the generalization but also
to any other special case you might encounter in the future, thus saving you
the time and effort of having to derive those results again. Therefore, after
creating a generalization, it is important to verify the special case, that
is, to make sure that the generalized concept includes the special case. How
you do so depends on the type of mathematical concept. This process is now
illustrated with a variety of different mathematical concepts, starting with the
problem of solving one linear equation in one unknown.

179
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Fig. 16.1 A Generalization from a Special Case.

Generalizing a Linear Equation to a Quadratic Equation

You know that a mathematical problem involves using given data to obtain a
desired quantity of interest, as illustrated in following problem:

The Problem of Solving a Linear Equation
Given real numbers a and b, find a value for the real number x so that

ax− b = 0. (16.1)

In the foregoing problem, a and b are the data and the solution is:

x =
b

a
(provided that a 6= 0).

One generalization of the problem of solving a linear equation is the following:

The Problem of Solving a Quadratic Equation
Given real numbers p, q, and r, find a value for the real number x so that

px2 + qx + r = 0. (16.2)

You can verify the special case by observing that the quadratic equation in-
cludes the linear equation, and more. By “include” in this case is meant that
there are specific values for the data p, q, and r of the quadratic equation
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that, when substituted in (16.2), reduce the quadratic equation to the linear
equation ax− b = 0 in (16.1). Specifically, on setting

p = 0, q = a, and r = −b

in the quadratic equation px2 + qx + r = 0 in (16.2) you obtain precisely the
linear equation ax − b = 0 in (16.1). Furthermore, note that when p 6= 0,
the quadratic equation includes new problems that are not linear. When
verifying the special case, be careful of overlapping notation. For instance,
if the quadratic equation is written as ax2 + bx + c = 0, then the symbols a
and b overlap with those in the linear equation ax− b = 0 but the symbols a
and b have different meanings in each case. When this happens, it is best to
rewrite the general problem using symbols for the data that do not overlap
with those of the original problem, just as you learned to do in Chapter 3.

After using generalization to create a new problem, the next step is to
develop a solution procedure for that problem. In some cases, this is relatively
easy to do using the solution to the original problem; however, if the new
problem is significantly different from the original problem, then you might
have to develop a completely new solution, as is necessary for the foregoing
quadratic equation whose solution is:

Solution to the Quadratic Equation
Given values for the real numbers p, q, and r with p 6= 0 and q2 − 4pr ≥ 0,
the solutions to the quadratic equation in (16.2) are:

x =
−q ±

√

q2 − 4pr

2p
. (16.3)

Unfortunately, you cannot use the solution in (16.3) to solve the linear
equation in (16.1) because, to do so, you need to substitute p = 0 in (16.3),
which you cannot do because you would be dividing by 0. When the solution
to the general problem does not lead to the solution of the special case, you
should check if:

• A mistake was made in the generalized problem or its solution.

• A different type of generalized problem or solution is more appropriate.

In the foregoing example of the quadratic equation, it is possible to cre-
ate a different solution that does provide a solution to the special case of
the linear equation. To see how this is done, divide the quadratic equation
px2 + qx + r = 0 in (16.2) through by x2 (assuming that x 6= 0) to obtain:

p + q

(
1

x

)

+ r

(
1

x2

)

= 0.

On letting y = 1/x, the foregoing equation becomes

p + qy + ry2 = 0. (16.4)
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The quadratic formula applied to (16.4) leads to the following solutions for y:

y =
1

x
=
−q ±

√

q2 − 4pr

2r
(provided that r 6= 0). (16.5)

Taking the reciprocal of both sides of (16.5) leads to the following solution to
the original quadratic equation in (16.2):

Alternative Solution to the Quadratic Equation
Given values for the real numbers p, q, and r with q2 − 4pr ≥ 0 and also
−q ±

√

q2 − 4pr 6= 0, the solutions to the quadratic equation in (16.2) are:

x =
2r

−q ±
√

q2 − 4pr
. (16.6)

The solution in (16.6) provides the solution to the special case of the linear
equation in (16.1). Indeed, on substituting p = 0, q = a, and r = −b in (16.6)
you obtain the following solution to the linear equation, in which the negative
square root is used to avoid a division by 0:

x =
2r

−q ±
√

q2 − 4pr
=

−2b

−a±
√

a2
=
−2b

−a − a
=

b

a
.

Note that using (16.6) to solve the linear equation requires more computa-
tional effort than solving the linear equation directly. This disadvantage of
generalization is caused by the fact that the solution to the generalized prob-
lem uses more data than does the solution to the special case.

Generalizing a Linear Equation to Two Equations in Two Unknowns

It is often possible to generalize a problem in more than one way. For example,
you can generalize the problem of solving one linear equation in one unknown
to the following problem:

The Problem of Solving Two Linear Equations in Two Unknowns
Given real numbers p, q, r, s, t, and u, find values for the real numbers x and
y so that

px + qy = t, (16.7)

rx + sy = u. (16.8)

The next step is to verify that the linear equation ax − b = 0 in (16.1) is
a special case of solving two equations in two unknowns by an appropriate
substitution of values for the data in (16.7) and (16.8). There are several
different ways to do so in this case. For instance, substituting

p = a, q = 0, t = b, (16.9)

r = 0, s = 0, u = 0, (16.10)
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in (16.7) and (16.8), respectively, leads to

px + qy = t or ax + 0y = b or ax = b, (16.11)

rx + sy = u or 0x + 0y = 0 or 0 = 0. (16.12)

Ignoring equation (16.12), you can see that (16.11) is the same as the linear
equation ax − b = 0 in one unknown in (16.1), thus verifying that the linear
equation is a special case of solving two linear equations in two unknowns.

Alternatively, you can verify the special case with the following data values:

p = a, q = 0, t = b, (16.13)

r = 0, s = 1, u = 0, (16.14)

Substituting the values in (16.13) and (16.14) into (16.7) and (16.8), respec-
tively, yields:

px + qy = t or ax + 0y = b or ax = b, (16.15)

rx + sy = u or 0x + 1y = 0 or y = 0. (16.16)

Again ignoring equation (16.16) you can see from (16.15) that the linear equa-
tion is a special case of solving two linear equations in two unknowns.

Now it is necessary to develop a procedure for solving two linear equations
in two unknowns which, from Proposition 4 in Chapter 4, you know is the
following:

Solution to Two Linear Equations in Two Unknowns
If ps − qr 6= 0, then the solution to the two linear equations in (16.7) and
(16.8) is:

x =
st − qu

ps− qr
(16.17)

y =
pu− rt

ps− qr
(16.18)

To verify that (16.17) and (16.18) provide the solution to the linear equation,
you cannot substitute the data values from (16.9) and (16.10) in (16.17) and
(16.18) because,

ps− qr = a(0)− 0(0) = 0.

However, you can substitute the data values from (16.13) and (16.14) in
(16.17) and (16.18), which leads to

x =
st− qu

ps− qr
=

1(b)− 0(0)

a(1)− 0(0)
=

b

a
,

y =
pu− rt

ps− qr
=

a(0)− 0(b)

a(1)− 0(0)
= 0.

The foregoing value of x = b/a means that you have obtained the solution to
the linear equation ax−b = 0 in (16.1) as a special case of the solution to two
linear equations in two unknowns. Note, once again, that solving the general
problem requires more computational effort than solving the special case.



184 CHAPTER 16: GENERALIZATION

16.2 ADDITIONAL EXAMPLES OF GENERALIZATION

In many cases, one generalization leads to more and more generalizations,
with each successive one containing the previous generalization as a special
case. This process is referred to hereafter as sequential generalization.
For instance, you can sequentially generalize the problem of solving a linear
equation in the following ways:

1. From solving a linear equation, to solving a quadratic equation, to solv-
ing a polynomial equation of degree n, to solving a general nonlinear
equation, and so on.

2. From solving a linear equation, to solving two linear equations in two
unknowns, to solving a system of n linear equations in n unknowns, to
solving a system of n nonlinear equations in n unknowns, and so on.

When using sequential generalization, you should verify that each new gen-
eralization includes the previous one as a special case. Recall that after each
generalization, it is necessary to create a solution for the general problem
that also provides a solution to the previous special case. When trying to
create a solution for a general polynomial equation of degree n and for non-
linear equations, you will find that there is no closed-form formula (like the
quadratic formula) for doing so. However, in these cases, it is possible to
develop an algorithm that, in theory, can find solutions to any desired degree
of accuracy. You will now see various examples of sequential generalization—
a process that you can apply not only to problems but also to definitions,
propositions, proofs, and other mathematical concepts.

A Sequential Generalization of Numbers

The following is a sequential generalization of sets of numbers:

1. The natural numbers: N = {1, 2, 3, . . .}.

2. The integers: Z = {. . . ,−2,−1, 0, 1, 2, . . .}.

3. The rationals: Q = { p
q : p and q are integers with q 6= 0}.

4. The reals: R = {r : r is a number expressible in decimal form}.

5. The complex numbers: C = {a + bi : a and b are real numbers and
i =
√−1}.

Note that each successive set contains all of the numbers in the previous set,
and more.
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Generalizing the Concept of Distance to the Origin

To illustrate another example of generalizing a mathematical concept, suppose
that x is a real number. You know that

Distance to the origin 0 = |x|.

It is easy to generalize this concept to a point (x, y) in the plane, as follows:

Distance to the origin (0,0) =
√

x2 + y2 (recall that
√

x2 = |x|),

and also to a point (x, y, z) in three dimensions:

Distance to the origin (0,0,0) =
√

x2 + y2 + z2.

To generalize this concept to n dimensions, better notation that uses sub-
scripts is useful. Specifically, you can represent a point in n dimensions as
an n-vector x = (x1, . . . , xn), also called a vector, which is an ordered list
of n real numbers. The positive integer n is the dimension of the vector,
and, for each i = 1, . . . , n, the number xi is called component i of x. With
this notation, you can extend the concept of “distance to the origin” to an
n-vector x = (x1, . . . , xn), which is called the length or norm of the vector,
as follows:

Distance to the origin (0, . . . , 0) = ‖x‖ =
√

x2
1 + · · ·+ x2

n. (16.19)

Here you can see another advantage of generalization—the ability to create
concepts that you cannot visualize. In the foregoing example, you can easily
picture a point (x1, x2) in the plane and even a point (x1, x2, x3) in three
dimensions. However, you cannot visualize a point in four or more dimensions.
Yet, through generalization, you can extend the concept of “distance to the
origin” in a meaningful way to an n-vector x = (x1, . . . , xn) in n dimensions.

A Sequential Generalization of a Function

For a function f and the set R of real numbers, the notation f : R → R means
that the function f associates to each real number x ∈ R, the real number
f(x) ∈ R. The following is a sequential generalization of a function:

1. A function g : Rn → R that associates to each n-vector x = (x1, . . . , xn) ∈
Rn (the set of all n-vectors) the real number g(x) ∈ R. For example,

g : R2 → R defined by g(x1, x2) = 3x1 + 4x2.

You can see that the function f : R→ R is a special case of g : Rn → R
in which n = 1.
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2. A function h : Rn → Rm that associates to each n-vector x ∈ Rn the
m-vector h(x) ∈ Rm. For example,

h : R2 → R3 defined by h(x1, x2) = (3x1 + 4x2, x2
1 + x2

2, 5x1x2).

You can see that the function g : Rn → R is a special case of h : Rn → Rm

in which n = n and m = 1.

3. For given sets A and B, a function i : A→ B that associates to each
element x ∈ A, the element i(x) ∈ B. The function h : Rn → Rm is a
special case of i : A→ B in which A = Rn and B = Rm.

Generalizing Definitions, Propositions, and Proofs

You can also apply generalization to definitions, propositions, and proofs. For
example, recall from Chapter 3 the following definition for two ordered pairs
of real numbers being equal.

Definition 20 Two ordered pairs of real numbers (x1, x2) and (y1, y2) are
equal, written (x1, x2) = (y1, y2), if and only if x1 = y1 and x2 = y2.

One way to generalize the foregoing definition is to replace the pairs of num-
bers with vectors:

Definition 21 Two n-vectors x = (x1, . . . , xn) and y = (y1, . . . , yn) are
equal, written x = y, if and only if for each component i = 1, . . . , n, xi = yi.

Observe the use of the quantifier for each in Definition 21. Also, you can see
that Definition 20 is a special case of Definition 21 because when you substitute
n = 2 in Definition 21, you get Definition 20. Finally, it is important to note
that, although the equality signs immediately to the left of the words “if
and only if” in Definitions 20 and 21 look the same, they are different: the
equality sign in Definition 20 is comparing two pairs of real numbers while
the equality sign in Definition 21 is comparing two n-vectors. In contrast, the
equality signs to the right of the words “if and only if” in both Definitions 20
and 21 are comparing two real numbers. Be careful to interpret symbols and
operations in the context in which they are used.

To illustrate how generalization is applied to propositions and proofs, recall
Proposition 13 from Chapter 9, which is restated here as follows:

Proposition 29 If r is a real number such that r2 = 2, then r is irrational.

The following is one way to generalize Proposition 29.

Proposition 30 If r is a real number such that r2 = 2n for some odd integer
n ≥ 1, then r is irrational.
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You can see that Proposition 29 is a special case of Proposition 30 because
when you substitute the odd integer n = 1 in Proposition 30, you get Propo-
sition 29. The following condensed proof of Proposition 30 is a generalization
of the condensed proof of Proposition 13 presented in Chapter 9.

Proof of Proposition 30. By contradiction, assume that r is a rational
number of the form p/q, where p and q are integers with q 6= 0, and that
r2 = 2n for some odd integer n ≥ 1. Furthermore, it can be assumed that p
and q have no common divisor for if they did, this number could be canceled
from both the numerator p and the denominator q. Because r2 = 2n and
r = p/q, it follows that 2n = p2/q2, or equivalently, 2nq2 = p2. Noting that
2nq2 is even, p2, and hence p, are even. Thus, there is an integer k such that
p = 2k. On substituting this value for p, one obtains 2nq2 = p2 = (2k)2 = 4k2,
or equivalently, nq2 = 2k2. Now 2k2 is even, so nq2 must also be even.
Furthermore, because n is odd, it must be that q2, and hence q, are even.
Thus it has been shown that both p and q are even and have the common
divisor 2. This contradiction establishes the claim.

Correcting Syntax Errors in Generalizations

Sometimes special care is needed to ensure that a generalization makes sense.
To illustrate, let x, y, and t be real numbers and suppose that you want to
generalize the statement

x2 ≤ t|y| (16.20)

by thinking of x and y as n-vectors x = (x1, . . . , xn) and y = (y1, . . . , yn).
However, simply substituting these n-vectors in (16.20) to obtain

x2 ≤ t|y| (16.21)

makes no sense because the operation of squaring an n-vector is undefined,
as is the operation of taking the absolute value of an n-vector. Such mistakes
are called syntax errors, meaning that the symbols or operations make no
sense or cannot be performed. How, then, can you generalize (16.20)?

There are different ways to do so. One approach is to create meaning-
ful formulas for squaring an n-vector and taking the absolute value of an
n-vector. With regard to squaring an n-vector, from experience working
with vectors, mathematicians have defined the operation of multiplying two
n-vectors a = (a1, . . . , an) and b = (b1, . . . , bn) as follows:

a rb =

n∑

i=1

aibi. (16.22)

As a result, you can rewrite the operation x2 in (16.21) as x rx, which now
makes sense by the definition of vector multiplication in (16.22).

Turning to the problem of taking the absolute value of an n-vector, one ap-
proach to resolving this syntax error is to realize that |y| in (16.20) represents
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the distance from the real number y to the origin. As you learned in (16.19),
the corresponding notion for an n-vector is ‖y‖. Rewriting (16.21) as follows
results in a valid generalization of the original expression in (16.20):

x rx ≤ t‖y‖. (16.23)

16.3 UNIFICATION

In all of the examples presented so far, generalization was applied to one
special case. With unification, also called inductive reasoning, the goal is
to combine two or more special cases into one encompassing generalization.
For instance, in Chapter 12, you learned to use mathematical induction to
prove that, for every integer n ≥ 1, a given statement P (n) is true. The
statement P (n) is usually obtained by unifying a number of special cases. For
example, consider the following four special cases:

1 = 1, 1 + 2 = 3, 1 + 2 + 3 = 6, 1 + 2 + 3 + 4 = 10. (16.24)

It is possible to unify the collection of special cases in (16.24) with the following
generalization:

P (n) :

n∑

k=1

k =
n(n + 1)

2
. (16.25)

By substituting n = 1, 2, 3, and 4, respectively, in (16.25), you can verify that
the formula in (16.25) includes the four special cases in (16.24). Observe,
however, that it requires creativity to obtain the general formula in (16.25)
and mathematical induction to prove that P (n) is true, for all integers n ≥ 1.

The art of unification is to extract, from the special cases, a pattern that
you can express in a general form (or formula). For example, can you identify
the pattern in the following sequence of numbers and then create a general
formula that includes each number as a special case:

−1

1
,

1

4
,−1

9
,

1

16
, − 1

25
, . . . (16.26)

One pattern in the sequence in (16.26) is that the denominator is the square
of an integer, that is,

−1

1
= − 1

12
,

1

4
=

1

22
, −1

9
= − 1

32
,

1

16
=

1

42
, − 1

25
= − 1

52
. . .

A second pattern is that the signs of the numbers alternate between positive
and negative. Combining these two patterns, you can unify the sequence in
(16.26) with the following general formula:

(−1)n

n2
, for n = 1, 2, . . . , (16.27)
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You can verify that the each of the numbers in (16.26) is a special case of the
general formula in (16.27).

In the foregoing example, it is possible to write a single formula that in-
cludes all of the special cases. Doing so for the following sequence of numbers
is more challenging:

1, 1, 2, 3, 5, 8, 13, . . . (16.28)

The pattern in the sequence in (16.28) is that each successive number (after
the first two) is the sum of the previous two numbers. Rather than trying to
unify this sequence with a single general formula, you can use the following
recursive formula:

a0 = 1, a1 = 1, an = an−2 + an−1, for n = 2, 3, . . ..

As another example of unification, consider the following two definitions:

Definition 22 A set S of real numbers is bounded above if and only if
there is a real number α such that for all elements x ∈ S, x ≤ α.

Definition 23 A set S of real numbers is bounded below if and only if
there is a real number β such that for all elements x ∈ S, x ≥ β.

You can unify the two foregoing definitions with the following generalization:

Definition 24 A set S of real numbers is bounded if and only if there is a
real number γ > 0 such that for all elements x ∈ S, |x| ≤ γ.

You can see that Definitions 22 and 23 are special cases of Definition 24 by
proving the following proposition:

Proposition 31 If a set S of real numbers is bounded, then S is bounded
above and S is bounded below.

Proof of Proposition 31. Because S is bounded, by Definition 24, there
is a real number γ > 0 such that for all elements x ∈ S, |x| ≤ γ, that is,
−γ ≤ x ≤ γ. To show that S is bounded above, by Definition 22, it is
necessary to construct a real number α such that for all elements x ∈ S,
x ≤ α. Indeed, α = γ works because, for any element x ∈ S, x ≤ γ = α.
Similarly, to show that S is bounded below, by Definition 23, it is necessary
to construct a real number β such that for all elements x ∈ S, x ≥ β. Indeed,
β = −γ works because, for any element x ∈ S, x ≥ −γ = β.

Unification is a powerful thinking process that is also used in other disci-
plines. For example, in 1865, the Scottish physicist and mathematician James
Clerk Maxwell looked at the existing theories of electricity and magnetism
at the time and found a way to unify these two special cases into a single
electromagnetic theory. Unification is also used as a method for organizing
knowledge. For example, the Russian chemist Dmitri Mendeleev looked at
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chemical properties of the existing elements in his time and noticed patterns
in the atomic weights and valences that led him to create the periodic table
in 1869 which is still in existence today. The periodic table he created was
a generalization that included all of the existing elements at that time (the
special cases) and allowed him to predict new elements (new special cases)
that were discovered subsequently.

Summary

In this chapter, you have learned how generalization is used to create a new
problem from an original problem, or, in the case of unification, from a collec-
tion of original problems, each of which is called a special case of the general
problem. The resulting generalized problem requires more data than the orig-
inal problem and can also contain problems that are significantly different
from the original problem. You must therefore develop a new solution proce-
dure for the generalized problem and make sure you can use that procedure to
solve all of the special cases. You can also apply generalization to definitions,
propositions, theories, or other mathematical concepts. A summary of how
to do so for problems (and the advantages and disadvantages) follows.

How to Apply Generalization

1. Identify an original problem whose data and solution you know.

2. Create a more general problem with its larger set of data.

3. Verify that the original problem is a special case of the general problem.
You do this by using the data for the original problem in Step 1 to
create appropriate data for the general problem in Step 2 that, when
substituted in the general problem, results in the original problem.

4. Develop a solution procedure for the general problem created in Step 2.

5. Verify that applying the solution procedure for the general problem in
Step 2 to the original problem in Step 1 results in the corresponding
solution to that special case.

6. Apply the solution procedure for the general problem to any special case
of interest.

Advantages of Generalization

1. Generalization results in a class of problems and a single solution pro-
cedure that you can use to solve any problem in that class, including all
the special cases, and even new problems you have not yet encountered.

2. Generalization allows you to work with concepts you cannot visualize.
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Disadvantages of Generalization

1. You must develop a solution for the general problem that may be quite
different from the solutions for the special cases and thus requires sig-
nificant effort to create.

2. The solution to the general problem is often computationally less effi-
cient than solving the special cases directly. This is because the general
problem has more data than the specific problem.

Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

W 16.1 The interior angles of a triangle in the plane add up to 180o; those
of a quadrilateral add up to 360o; and those of a pentagon add up to 540o.
What is the general formula for the sum of the interior angles of a polygon in
the plane that has n sides? By an appropriate substitution, show that your
formula is correct for each of the three foregoing special cases of polygons.

16.2 By an appropriate substitution for the constants a0, a1, . . . , an, show
that the polynomial a0 + a1x + a2x

2 + · · ·+ anxn is a generalization of both
the linear function ax + b and the quadratic function ax2 + bx + c.

∗16.3 You know from Section 16.2 that the function f : R → R associates
to each real number x ∈ R, the real number f(x) ∈ R. Let P(R) be the set
of all subsets of R. A point-to-set map F : R→ P(R) associates to each
real number x ∈ R, a subset of real numbers F (x) ∈ P(R). Explain why the
point-to-set map F is a generalization of the function f .

16.4 Show that the following Definition 1 is a special case of the more
general Definition 2 by an appropriate substitution.

Definition 1: A function f of one real variable is strictly in-
creasing if and only if for all real numbers x and
y with x < y, f(x) < f(y).

Definition 2: A function f of one real variable is strictly in-
creasing on the set S of real numbers if and
only if for all real numbers x, y ∈ S with x < y,
f(x) < f(y).

∗16.5 Show that the following Proposition 1 is a special case of the more
general Proposition 2 by an appropriate substitution:
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Proposition 1: If x is a real number with x 6= 0, then there
is a real number y such that xy = 1.

Proposition 2: If a+bi is a complex number with a2+b2 6= 0,
then there is a complex number c + di such
that (a + bi)(c + di) = 1.

16.6 A two-dimensional matrix is a table of real numbers organized in m
rows of n columns. Verify that an n-vector is a special case of a matrix with
two different substitutions.

W 16.7 Generalize the concept of a matrix given in the previous exercise in
each of the following ways.

a. Allow for any positive integer number of dimensions instead of just two.

b. Generalize the type of values in a two-dimensional matrix.

16.8 Consider the interval X = {real numbers x : −2 ≤ x ≤ 3}.

a. Generalize the interval X to an interval Y between any two real numbers.

b. Generalize the interval Y in part (a) to any rectangle in the plane whose
sides are parallel to the axes.

c. Generalize the rectangle in part (b) to any hyperrectangle in n-dimensions
whose sides are parallel to the axes.

∗16.9 Consider the following formula for computing the distance between
two given points (x1, x2) and (y1, y2) in the plane:

d[(x1, x2), (y1, y2)] =
√

(x1 − y1)2 + (x2 − y2)2. (∗)

a. Generalize the formula in (*) to compute the distance between two cir-
cles of radius r centered, respectively, at (x1, x2) and (y1, y2) as the
distance between the two closest points anywhere in the two circles.
Show that the formula in (*) is a special case of your formula.

b. Generalize your result in part (a) to compute the distance between two
circles of radius r1 and r2 centered, respectively, at (x1, x2) and (y1, y2).
Show that the formula in part (a) is a special case of your result here.

16.10 For a real-valued function f of one variable, create a sequential gen-
eralization of approximating the function f by a linear function.

W 16.11 Recall Definition 22 for a set S of real numbers being bounded above.

a. Generalize Definition 22 for a set T in the plane to be bounded above.
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b. Generalize your definition in part (a) for a set T of n-vectors.

16.12 Generalize Definition 24 for a bounded set S of n-vectors.

16.13 For integers a and b, an integer d is the greatest common divisor
(gcd) of a and b if and only if (1) d divides a and d divides b and (2) if the
integer c divides a and c divides b, then c divides d. Generalize the foregoing
definition of a gcd to n integers x1, x2, . . . , xn.

W 16.14 What syntax errors arise when you generalize the following expression
by replacing the real number x with an n-vector x?

√
x + ln(x).

16.15 Suppose that x, y, and t are real numbers for which y 6= 0 and
∣
∣
∣
∣

x

y

∣
∣
∣
∣
< t. (∗)

a. What syntax errors arise when you generalize the statement (*) by re-
placing the real numbers x and y with n-vectors x and y?

b. Find a generalization of (*) to n-vectors x and y that avoids syntax er-
rors by creating appropriate definitions for operations that are undefined
in part (a).

c. Find a generalization of (*) to n-vectors x and y that avoids syntax
errors by first rewriting (*) so that there is no division.

16.16 What difficulties arise when you try to generalize the formula for
computing the average of m real numbers to computing the average of a set
S of real numbers?

16.17 For two mutually exclusive events E and F—exactly one of which will
happen—the two real numbers p and q are the probabilities of those events
occuring, respectively, provided that

(i) p, q ≥ 0.

(ii) p + q = 1.

a. Generalize the foregoing concept of the probability of two mutually ex-
clusive events to the probabilities of n mutually exclusive events.

b. Extend the generalization in part (a) to the probabilities of the infinite
number of mutually exclusive events E1, E2, . . ..

c. What difficulties arise when you try to extend the generalization in part
(b) to an arbitrary collection of mutually exclusive events, say Et, where
t can be any real number.
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W 16.18 For positive real numbers a, b, and c consider the inequalities:

√
ab ≤ a + b

2
and (abc)1/3 ≤ a + b + c

3
.

Unify the foregoing inequalities by creating a general inequality that applies to
any number n of positive real numbers and that includes each of the foregoing
inequalities as a special case.

16.19 Consider the inequalities: 1
2
− 1

3
< 1

4
, 1

3
− 1

4
< 1

9
, and 1

4
− 1

5
< 1

16
.

a. Unify these inequalities by creating a general inequality in terms of a
positive integer n that includes each of the foregoing as a special case.

b. Prove that your inequality in part (a) holds for all integers n ≥ 1.

W 16.20 Consider the sum of the following positive odd integers:

1 = 1, 1 + 3 = 4, 1 + 3 + 5 = 9, 1 + 3 + 5 + 7 = 16.

a. Unify the foregoing special cases with a single formula for the sum of
the first n positive odd integers.

b. Prove that your formula in part (a) is correct for all positive odd integers.

16.21 Consider the following sums:

1

1(2)
,

1

1(2)
+

1

2(3)
,

1

1(2)
+

1

2(3)
+

1

3(4)
, . . .

a. Unify the foregoing special cases with a single formula for the following:

n∑

i=1

1

i(i + 1)
.

b. Prove that your formula in part (a) is correct for all integers n ≥ 1.

16.22 Consider the following sequence of positive numbers:

a1 = 1, a2 = 3, a3 = 6, a4 = 10, a5 = 15, . . .

Unify the foregoing sequence of numbers using a recursive formula for finding
the next number in terms of the previous number. Use your formula to find
the next number in the sequence.

∗16.23 Use unification to create a single differential equation that, by ap-
propriate substitution, includes each of the following as a special case:
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(i) The following differential equation describes the displacement, u(t), at
time t of an object of mass m on a spring whose damping constant
is c and whose spring constant is k, when the mass is given an initial
impressed force of f(t):

mu′′(t) + cu′(t) + ku(t) = f(t).

(ii) The following differential equation describes the charge, Q(t), at time t
of an electrical circuit having resistance R, inductance L, and elastance
1/C, when given an initial impressed voltage of E(t):

LQ′′(t) + RQ′(t) +
1

C
Q(t) = E(t).

∗16.24 Recall from (16.19) that one way to measure the distance from the
n-vector x = (x1, . . . , xn) to the origin is

√

x2
1 + · · ·+ x2

n.

Another way to measure this distance is the following:

|x1|+ · · ·+ |xn|.
Unify these two foregoing measures of distance to the origin by creating a
formula and show that, by an appropriate substitution, your formula includes
each of the foregoing measures as a special case. (Hint: Rewrite each of the
foregoing formulas using exponent notation.)

16.25 In Exercise 9.8 you proved that if n is an integer for which n2 is even,
then n is even. Prove the following generalization that, if n and m ≥ 2 are
integers for which nm is even, then n is even.

16.26 Use the result in the previous exercise to prove the following gener-
alization of Proposition 29: If r is a real number and m > 1 is an integer for
which rm = 2m−1, then r is irrational.

W 16.27 Recall that a set C of real numbers is convex if and only if for all
elements x, y ∈ C and for all real numbers t with 0 ≤ t ≤ 1, tx+(1− t)y ∈ C.
Generalize the following proposition to n convex sets of real numbers and then
prove that your proposition is true.

Proposition. If S and T are convex sets of real numbers,
then S ∩ T is a convex set.

∗16.28 Recall that a real-valued function f of one variable is convex if and
only if for all real numbers x, y, and t with 0 ≤ t ≤ 1, f(tx + (1 − t)y) ≤
tf(x)+(1−t)f(y). Generalize the following proposition to n convex functions
and then prove that your proposition is true.

Proposition. If f and g are convex functions, then the
function f + g is a convex function.





17
Creating Mathematical

Definitions

In Chapter 3 of Part 1, you learned to use a given definition to do a proof.
In this chapter, you will learn how to create your own definitions. One of the
main reasons for doing so is to separate objects that have certain desirable
properties from those that do not have those properties. This allows you to
create classes of objects with like properties that you can then study as a
group.

17.1 IDENTIFYING SIMILARITIES AND DIFFERENCES

To create your own definitions, you will need to identify similarities and
differences among the desirable objects that you wish to group together and
the remaining undesirable objects. Identifying similarities and difference is
also used outside of mathematics, for example, to create the periodic chart in
chemistry that classifies the elements based on the similarities and differences
among their atomic number, atomic weight, and so on. As another example,
when people come into the emergency room of a hospital over time with the
same illness, a doctor tries to identify what these people have in common in
an attempt to discover the source of the illness.

In the mathematical examples to follow, try to find as many similarities
and differences as you can before reading the ones presented here (the ones
you identify may be different).

Example 1: What are the similarities and differences between the following
two problems?

197
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1. Suppose you know the x and y coordinates of n points in the plane, say
(x1, y1), (x2, y2), . . . , (xn, yn). You want to find the distance between
the two points that are farthest apart.

2. Suppose you have been keeping track of the price of gold on each day
of the previous year. You want to know the highest price during that
period.

Similarities in 1

1. Both problems require finding the largest number in a finite list.

Differences in Example 1

1. In the first problem, the list consists of distances; in the second problem,
the list consists of prices.

2. In the first problem, you must compute the numbers in the list (the
distances); in the second problem, the numbers in the list (the prices)
are given.

Example 2: What are the similarities and differences between the following
two sequences of numbers?

(a) 1
2
, 2

3
, 3

4
, 4

5
, . . . .

(b) 2
1
, 3

2
, 4

3
, 5

4
, . . . .

Similarities in Example 2

1. Corresponding numbers in the two sequences are obtained from quo-
tients of the same integers; in fact, corresponding numbers are the re-
ciprocals of each other.

2. The numbers in both sequences are getting closer and closer to 1.

Differences in Example 2

1. The numbers in the first sequence are increasing; the numbers in the
second sequence are decreasing.

2. Every number in the first sequence is less than 1; every number in the
second sequence is greater than 1.
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Fig. 17.1 Two Different Graphs.

Example 3: What are the similarities and differences between the two graphs
in Figure 17.1?

Similarities in Example 3

1. As you move from left to right along the x-axis in both figures, the
corresponding y-values get smaller and smaller.

2. Both graphs cross the x-axis exactly once.

3. You can think of both figures as the graph of a function.

Differences in Example 3

1. The graph in Figure 17.1(a) is linear; the graph in Figure 17.1(b) is not
linear.

2. The graph in Figure 17.1(a) crosses the y-axis; the graph in Figure
17.1(b) does not.

Example 4: What are the similarities and differences among the operations
indicated by the following underlined words?

1. x times y, which is the product of the real numbers x and y.

2. A intersect B, which is the intersection of the sets A and B.

3. i mod j, which is the remainder on dividing integer i by integer j.
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Similarities in Example 4

1. All underlined words serve to combine two like objects (two real num-
bers; two sets; two integers).

2. The result of performing the underlined word is a new object of the
same type as the objects being combined.

Differences in Example 4

1. The underlined words combine different objects: times combines two
real numbers; intersect combines two sets; mod combines two integers.

2. The specific manner in which the objects are combined is different in
each case.

Example 5: What are the similarities and differences between the following
two sets of numbers?

1. N = {1, 2, 3, . . .}.
2. R = {real numbers}.

Similarities in Example 5

1. Both sets contain an infinite number of elements.

2. The numbers in both sets are “ordered” in the sense that for any two
numbers a and b in each of the sets, either a ≤ b or b ≤ a.

3. You can perform the operations of addition and multiplication, for ex-
ample, with both sets of numbers.

Differences in Example 5

1. All numbers in N are positive, which is not true for the numbers in R.

2. For any number in N , there is a “next” number—for example, for 5, the
next number in N is 6. This is not the case for R, that is, for a given
real number, such as 1.2, there is no “next” real number.

3. Any nonempty subset of N has a smallest element—for example, the
subset {5, 7, 9} has 5 as the smallest element. This is not the case
with R—for example, the subset {real numbers x : 2 < x < 4} has no
smallest element.

4. Although both sets contain an infinite number of elements, the set R
contains strictly more elements than N (this difference is not obvious).

You have just seen numerous examples of identifying similarities and dif-
ferences among mathematical objects. This thinking process, together with
the one described next, will enable you to create your own mathematical def-
initions.
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Fig. 17.2 A Visual Image of a Set.

17.2 WORKING WITH VISUAL IMAGES

The next thinking process you will learn is to work with visual images,
which involves both creating an image for a given mathematical concept and,
vice versa, translating a given visual image to a written symbolic form.

Creating Visual Images

The approach to solving many mathematical problems involves visualizing im-
ages in your mind. Thus, whenever you learn a new mathematical concept—
such as a set or a function—you should create an associated visual image.
The objective of an image is to capture the essential features, thus making it
easier for you to work with that concept. The process of creating images is
illustrated in the following examples.

Example 6: Visualizing a Set. Consider a set A consisting of selected
elements from a universal set U . One of the most common images associated
with the set A is the Venn diagram depicted in Figure 17.2. Everything
inside the shaded region is in the set; everything outside the shaded region is
not in the set.

There are no known rules for creating visual images. Moreover, you can
create more than one image for the same concept and the specific visualization
often influences how you think about that concept, as shown in the next two
examples.
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Fig. 17.3 Two Ways to Visual a Function.

Example 7: Two Ways to Visualize a Function. Consider a real-valued
function of one variable, say f . One associated visual image is its graph, which
is shown in Figure 17.3(a). However, you can also think of a function as a
rule that associates to each object in a set A, some object in another set B.
An appropriate picture might be the one in Figure 17.3(b).

Example 8: Two Ways to Visualize a Vector in the Plane. Recall,
from Section 16.2, that an n-vector x = (x1, . . . , xn) is an ordered list of n real
numbers. One way to picture a vector x = (x1, x2) is as a point in the plane
whose coordinates are (x1, x2), as shown in Figure 17.4(a). An alternative,
but equally valid, visualization is that of an arrow whose tail is at the origin
and whose head is at the coordinates (x1, x2), as shown in Figure 17.4(b).

A mathematical concept is often presented in a symbolic form that con-
tains quantifiers (see Chapters 4 through 7 in Part 1). In the event that no
associated visual image is presented, you need to create one of your own, as
shown in the following examples.

Fig. 17.4 Two Ways to Visualize a Vector in the Plane.
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Fig. 17.5 A Visual Image of the Minimizer of a Function.

Fig. 17.6 A Visual Image of a Set of Real Numbers with No Upper Bound.

Example 9: An Image Associated with a Concept Involving One
Quantifier. Consider the following definition:

A real number x∗ is a minimizer of a real-valued func-
tion f if and only if for all real numbers x, f(x∗) ≤ f(x).

This definition describes a point x∗ at which f(x∗) is less than or equal to
the value of the function at any other point—so, f(x∗) is the smallest value
of the function. By using the graph of f (see Example 7), an appropriate
visual image for the foregoing definition is a point x∗ on the x-axis at which
the graph of f achieves its lowest value, as shown in Figure 17.5.

Example 10: An Image Associated with a Concept Involving Two
Quantifiers. Consider the following definition:

A set S of real numbers has no upper bound if and only
if for all real numbers x, there is an element y ∈ S such
that y > x.

The foregoing definition describes a set S of real numbers with a certain
property. To understand this property—and hence create an appropriate
visualization—specialize the for-all statement in the foregoing definition to
one particular value of x, say x = 1. So, for x = 1, you know that there is an
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element y ∈ S such that y > 1 (in other words, there is a y ∈ S somewhere
to the right of 1). Likewise, for x = 2, you know that there is an element
y ∈ S for which y lies to the right of 2, and so on. This means that, as you
proceed farther to the right along the real line, there are always elements of
S. A visual image of a set with this property is shown in Figure 17.6.

Now that you know the process of creating a visual image from a symbolic
form, you will learn about the reverse process of creating a symbolic form
from a visual image.

Converting Visual Images to Symbolic Form

You will now see how to translate informal mathematics consisting of visual
images to a more formal written form with symbols. Such a written form has
the following advantages:

1. Symbols allow you to work with abstract concepts that you cannot vi-
sualize (such as a vector in four dimensions).

2. You can manipulate, rewrite, and apply the proof techniques you learned
in Part 1 to the written form that you cannot do easily with images.

3. Symbols are easier to communicate. For example, by using the notation
S = {real numbers x : 3 ≤ x ≤ 5}, it is easier to refer to this set by the
symbol S rather than {real numbers x : 3 ≤ x ≤ 5}.

You must learn to translate images from the “mental” language in which you
picture these concepts to the “symbolic” language of mathematics.

One reason this translation process is challenging is that the language of
mathematics has a specialized syntax and an extremely limited vocabulary,
but you do not. To draw an analogy, imagine trying to explain complicated
directions to a foreigner whose vocabulary consists of only 20 words in your
language. So it is with translating images to symbolic mathematics. Yet, to
use mathematics successfully, this is a necessary skill you must acquire. The
techniques you are about to learn are designed to help you achieve this goal.

The purpose of an image is to enable you to visualize and to think about
a mathematical concept, which often helps you to solve a particular problem.
You need to translate this image to a symbolic form that you (or a computer)
can work with. Several examples of this translation process are now presented.
As you read these examples, keep in mind the vocabulary of mathematics that
includes variables, operators, relations, and special words, such as no, not ,
and , or, and the quantifiers there is and for all , amongst others.

Example 11: Moving a Line Parallel to Itself. Figure 17.7 illustrates the
process of moving the line y = mx + b in the plane parallel to itself a certain
amount. To translate this visual image to symbolic form, compare the two
lines in Figure 17.7—what similarities and differences do you see? Because the
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Fig. 17.7 Moving a Line Parallel to Itself.

lines are parallel to each other, their slopes are the same. What is different,
however, is their y-intercepts. Thus, “moving the line y = mx + b parallel to
itself a certain amount” corresponds to the symbolic operation of changing
the value of the y-intercept from b to some new value, say b′, resulting in the
following equation for the new line:

y = mx + b′.

Example 12: Finding the Complement of a Set. Look again at the sets
A and U in Figure 17.2. You can easily visualize “everything in U that is
outside of A,” as illustrated by the shaded region in Figure 17.8. How do you
translate this image of the complement of a set A in U (written as U\A
or, more simply, Ac (when the set U is understood) to symbolic form? One
way to do so is to use the word not , as follows:

Complement of A in U = {elements x in U : x is not in A}
= {x ∈ U : x 6∈ A}.

Fig. 17.8 The Complement of a Set.
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Fig. 17.9 Reversing a Vector in the Plane.

Example 13: Reversing the Direction of a Vector. Look again at the
vector x in Figure 17.4(b). Consider “reversing” this vector, that is, drawing
a new vector y that is the same as x but points in the opposite direction, as
shown in Figure 17.9. To translate this visual image to symbolic mathematics,
compare x and its opposite y: what similarities and differences do you see?
You might observe that the coordinates of the vector y are the negatives of
those of the original vector x. Thus, the visual process of “reversing a vector
x = (x1, x2)” translates to the mathematical operation of “multiplying each
component of the vector x by −1,” that is:

y = −x = (−x1,−x2).

Applying generalization, reversing the n-vector x = (x1, . . . , xn) results in

y = −x = (−x1, . . . ,−xn).

Example 14: A Function Crossing the x-axis. Look again at Figure
17.3(a). You will notice that this function crosses the x-axis. How do you
translate this image of “a function f crosses the x-axis” to a symbolic state-
ment? Note that it is incorrect to write the statement “f(x) = 0” because
the symbol x has not been defined, leading to a syntax error, which, as you
learned in Chapter 16, is a mathematical expression that does not make sense.
In this case, the correct approach is to define the symbol x using the quantifier
there is, as follows:

There is a real number x such that f(x) = 0.

This example illustrates the need to use quantifiers when appropriate.
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Fig. 17.10 Splitting and Not Splitting a Set S into Two Sets.

17.3 CREATING DEFINITIONS

You now have the necessary tools with which to create your own mathematical
definitions. One of the main reasons for doing so is to distinguish objects that
have desirable properties, as described in your definition, from others that do
not have these properties. Creating such a definition therefore involves iden-
tifying similarities and differences among the objects that have the desirable
properties and the objects that do not and then writing the desired properties
in a symbolic form. This is usually done by working with visual images and
then translating the desirable properties to a symbolic written form, as you
learned to do in the previous section.

Example 1: Splitting a Set into Two Sets

To illustrate this process, consider the concept of “splitting a given set S
into two separate sets.” For example, you can split the set S = {1, 2, 3, 4, 5}
into the sets S1 = {1, 2} and S2 = {3, 4, 5}, or equally well into the two sets
S1 = {1, 3, 4} and S2 = {2, 5}. However, you cannot split S into S1 = {1, 2}
and S2 = {3, 4} because the element 5 from S is in neither S1 nor S2. Likewise,
you cannot split S into S1 = {1, 2, 3} and S2 = {3, 4, 5} because the element
3 from S is in both S1 and S2. A visual image associated with splitting a set
S into two sets S1 and S2 is shown in Figure 17.10(a). In contrast, the set S
in Figure 17.10(b) is not split into the two shaded sets S1 and S2 shown there
because some of the set S is not included in either S1 or S2.

The goal now is to create a written definition of what it means to “split a
given set S into two sets S1 and S2.” Based on the foregoing examples, can
you identify the properties that such sets S1 and S2 must satisfy? To do so,
look for similarities among the foregoing examples (and perhaps others, as
well) of the sets S1 and S2 that do split a set S as well as the differences with
those sets S1 and S2 in these examples that do not split the set S. On doing
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so, you might write the following definition as a first attempt:

Attempt: The sets S1 and S2 split a given set S if and only
if both of the following hold:
(a) Every element of S is either in S1 or in S2.
(b) S1 and S2 have no elements in common.

(17.1)

After writing a definition, you should test the definition for correctness.
To do so in this example, begin by seeing if all of the sets S1 and S2 in the
foregoing examples that do split their set S satisfy properties (a) and (b)
in (17.1). For example, the sets S1 = {1, 2} and S2 = {3, 4, 5} that split
the set S = {1, 2, 3, 4, 5} satisfy the two properties in (17.1), as do the sets
S1 = {1, 3, 4} and S2 = {2, 5}. This is a good sign because the definition
correctly captures the desirable properties of the foregoing sets S1 and S2.

However, a definition must also exclude all undesirable objects—in this
case, all sets S1 and S2 that do not split their set S. For example, you know
that the sets S1 = {1, 2} and S2 = {3, 4} do not split the set S = {1, 2, 3, 4, 5}.
If (17.1) is a correct definition, then these sets S1 and S2 should not satisfy
both properties (a) and (b) in (17.1). Indeed, S1 = {1, 2} and S2 = {3, 4} do
not satisfy property (a) because the element 5 in S is neither in S1 nor in S2.
Likewise, the definition in (17.1) correctly excludes the sets S1 = {1, 2, 3} and
S2 = {3, 4, 5} from splitting S = {1, 2, 3, 4, 5} because these sets S1 and S2

do not satisfy property (b) in (17.1) since they have the common element 3.
As a general rule, a great deal of testing is necessary to ensure that the

created definition correctly includes all objects that have the desirable proper-
ties while excluding all objects that do not have the desirable properties. The
more you test a definition—especially with “extreme” examples—the more
likely you will be to find errors that must be corrected. To illustrate with the
foregoing example of the set S = {1, 2, 3, 4, 5}, the sets S1 = {1, 2, 3, 4, 5} and
S2 = ∅ (the empty set with no elements) do not split S because there is noth-
ing in S2. Therefore, these sets S1 and S2 should not satisfy the properties in
(17.1); unfortunately, however, they do.

When you discover an error, you must modify the definition and test the
new definition with all previous examples. In this case, it is necessary to add a
third property to (17.1) to ensure that neither S1 nor S2 is the empty set. On
so doing, and again testing the new definition on all of the foregoing examples
and many others as well, you obtain the following correct definition, in which
the word split is replaced with partition and the symbolic set operations of
union (∪) and intersection (∩) are used:

Definition 25 The sets S1 and S2 partition a given set S if and only if all of
the following hold: (a) S = S1∪S2, (b) S1∩S2 = ∅, (c) S1 6= ∅ and S2 6= ∅.

You can generalize the foregoing definition to a partition of the set S into
n sets S1, S2, . . . , Sn, as follows.

Definition 26 The sets S1, S2, . . . , Sn partition a given set S if and only if
all of the following hold:
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(a) S = S1 ∪ S2 ∪ · · · ∪ Sn.

(b) For all i, j = 1, . . . , n with i 6= j, Si ∩ Sj = ∅.

(c) For all i = 1, . . . , n, Si 6= ∅.

A final generalization of a partition of a set S into an arbitrary collection
of sets X follows.

Definition 27 The collection of sets X partitions a given set S if and only
if all of the following hold:

(a) S = ∪{T : T ∈ X}.

(b) For all sets T, U ∈ X with T 6= U , T ∩ U = ∅.

(c) For all sets T ∈ X, T 6= ∅.

Example 2: The Ball of Radius r in n Dimensions

As another example of creating a definition, consider a circle of radius 1
centered at the origin in the plane, together with all points inside that circle,
as shown in Figure 17.11. You can write the definition for this set B in
symbolic form as follows:

Definition 28 A set B of points in the plane is the ball of radius 1 cen-
tered at the origin if and only if

B = {(x, y) : x2 + y2 ≤ 1}.

The goal now is to provide a sequential generalization (see Section 16.2) of
Definition 28.

Fig. 17.11 The Ball of Radius 1 Centered at the Origin of the Plane.
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The first generalization is to allow the ball to have any radius r ≥ 0, rather
than a radius of only 1. To write this generalization in a symbolic form, you
might begin by replacing the number 1 in Definition 28 with the symbol r,
resulting in the following:

A set Br of points in the plane is a ball of radius r centered
at the origin if and only if Br = {(x, y) : x2 + y2 ≤ r}.

Unfortunately, the foregoing definition is not correct, and this is why you
must test the definition. For example, the point (x, y) = (1, 2), which is in
the ball of radius 3, does not satisfy the equation x2 + y2 ≤ 3. To correct this
mistake, recall that the ball of radius r centered at the origin of the plane is
the set of all points (x, y) in the plane whose distance to the origin is ≤ r. As
you learned in Section 16.2, the distance from the point (x, y) to the origin is

√

x2 + y2 ≤ r.

Squaring both sides of the foregoing inequality now leads to the following
correct definition:

Definition 29 For a real number r ≥ 0, a set Br of points in the plane is
the ball of radius r centered at the origin if and only if

Br = {(x, y) : x2 + y2 ≤ r2}.

Observe that the generalization in Definition 29 reduces to the special case of
Definition 28 when you substitute the radius r = 1 in Definition 29. That is,
when you replace the radius r in Definition 29 with the value of 1, you obtain
Definition 28.

Continuing the process, you can create a more general definition that allows
the ball to be centered at some arbitrary point in the plane whose coordinates
are (x̄, ȳ), as seen in Figure 17.12. Now you must translate the property
shared by all points (x, y) inside a ball of radius r centered at the point
(x̄, ȳ)—namely, that the distance from (x, y) to (x̄, ȳ) is ≤ r—to the following
symbolic form:

√

(x− x̄)2 + (y − ȳ)2 ≤ r.

Squaring both sides of the foregoing inequality results in the following correct
definition:

Definition 30 For a real number r ≥ 0 and a given point (x̄, ȳ) in the plane,
a set Br(x̄, ȳ) of points in the plane is the ball of radius r centered at the
point (x̄, ȳ) if and only if

Br(x̄, ȳ) = {(x, y) : (x− x̄)2 + (y − ȳ)2 ≤ r2}.
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Fig. 17.12 The Ball of Radius r Centered at the Point (x̄, ȳ) in the Plane.

Notice how the notation Br(x̄, ȳ) shows the dependence of the ball on the ra-
dius r and the center (x̄, ȳ). Also observe that the generalization in Definition
30 reduces to the special case of Definition 29 when you replace both x̄ and ȳ
in Definition 30 with 0 (corresponding to the center being at the origin).

As a final extension, consider a generalization to n dimensions. To define
such an n-dimensional ball, subscript notation is more appropriate, in which
the center of the ball is represented by the n-vector (c1, . . . , cn) instead of by
(x̄, ȳ). Similarly, instead of representing a point inside the ball as (x, y), denote
such a point by the n-vector (x1, . . . , xn). With these notations, Definition 30
generalizes to the following.

Definition 31 For a real number r ≥ 0 and an n-vector (c1, . . . , cn), a set
Bn

r (c1, . . . , cn) is the ball in n dimensions of radius r centered at the
point (c1, . . . , cn) if and only if

Bn
r (c1, . . . , cn) = {(x1, . . . , xn) : (x1 − c1)

2 + · · ·+ (xn − cn)2 ≤ r2}.

Once again, the generalization in Definition 31 reduces to that in Definition
30 when you replace the dimension n in Definition 31 with 2 (corresponding
to a plane) and c1 and c2 with x̄ and ȳ, respectively.

Appropriate notation can simplify the way in which Definition 31 is written.
For example, letting

x = (x1, . . . , xn), c = (c1, . . . , cn), and x− c = (x− c1, . . . , x− cn)

and recalling from (16.19) in Section 16.2 that

‖x − c‖ =
√

(x1 − c1)2 + · · ·+ (xn − cn)2,

you can rewrite Definition 31 as follows, in which the notation Bn
r (c) shows

the dependence of the ball on the dimension n, radius r, and center c:
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Verbal Description Mathematical Description

The 2-dimensional ball of ra-
dius 1 centered at the origin.

{(x1, x2) : x2
1 + x2

2 ≤ 1}.

The 2-dimensional ball of ra-
dius r centered at the origin.

{(x1, x2) : x2
1 + x2

2 ≤ r2}.

The 2-dimensional ball of ra-
dius r centered at the point
(c1, c2).

{(x1, x2) : (x1−c1)
2+(x2−c2)

2 ≤ r2}.

The n-dimensional ball of ra-
dius r centered at the point c.

{(x1, . . . , xn) :
(x1 − c1)

2 + · · ·+ (xn − cn)2 ≤ r2}.

Table 17.1 Summary of the Definitions of the n-Dimensional Ball

Definition 32 For a real number r ≥ 0 and an n-vector c = (c1, . . . , cn), a
set Bn

r (c) is the ball in n dimensions of radius r centered at the point
c if and only if

Bn
r (c) = {n-vectors x : ‖x − c‖2 ≤ r2}.

A summary of the sequential definitions for the n-dimensional ball of radius
r centered at a point is given in Table 17.1. Note that each successive definition
is a generalization of the previous one, which then becomes a special case.

Example 3: Functions that Cover the y-Axis

The final example of creating a definition presented here illustrates the
use of quantifiers. To that end, observe that the real-valued functions of one
variable in Figure 17.13 “cover the y-axis” while the functions in Figure 17.14
do not (the function in Figure 17.14(a) covers only one point on the y-axis
while the function in Figure 17.14(b) covers the nonnegative portion of the y-
axis). To create an appropriate definition of a function “covering the y-axis,”
you must identify similarities and differences among the functions in Figures
17.13 and 17.14. On so doing, you might recognize that for the functions in
Figure 17.13, a horizontal line drawn at any point on the y-axis intersects the
graph of the function, which is not the case for the functions in Figure 17.14.
Now translate this property to a symbolic written form.

Because any horizontal line through the y-axis intersects the graph of a
function that covers the x-axis, it is appropriate to use the quantifier for any,
as follows:

For any real number y, the horizontal line through y on
the y-axis intersects the graph of the function f .
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Fig. 17.13 Examples of Functions that Cover the y-Axis.

Fig. 17.14 Examples of Functions that Do Not Cover the y-Axis.
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Fig. 17.15 The Horizontal Line Through the Point y on the y-Axis.

The final step is to express the fact that “the horizontal line through y on the
y-axis intersects the graph of the function f” with an equivalent statement
about the function f itself (and not its graph). To do so, observe from Figure
17.15 that the point at which the horizontal line through the point y on the
y-axis intersects the graph of f gives rise to a point x on the x-axis whose
function value is y. However, it would not be correct to write the following
because the symbol x is undefined (resulting in a syntax error):

For any real number y, f(x) = y.

You can correct the foregoing syntax error by using the quantifier there is, as
done in the following correct definition (in which the words “cover the y-axis”
are replaced with the word “onto”):

Definition 33 A real-valued function f of one variable is onto if and only
if for any real number y, there is a real number x such that f(x) = y.

Summary

In this chapter, you have learned

• To identify similarities and difference among mathematical objects.

• To create images associated with mathematical concepts as well as the
reverse process of translating images to a written symbolic form (which
involves expressing your thoughts in the language of mathematics with
its limited syntax and a vocabulary consisting of variables, operators,
and special words, such as no, not , and , or, there is, for all , and so on).

• To create and test your own mathematical definitions by translating
desirable properties of objects to symbolic form.
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Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

W 17.1 For the following list of numbers, (a) identify similarities and differ-
ences and (b) on the basis of the differences you identify, separate the list into
two groups so that the numbers in each group have similar properties.

0.75,
2

3
,
√

3, 0.111 . . . , π.

17.2 For the following list of equations, (a) identify similarities and differ-
ences in their solutions and (b) on the basis of the differences you identify,
separate the list into two groups so that the solutions to the equations in each
group have similar properties.

(i) 7x = 125.
(ii) x4 = 16.
(iii) x2 − 5x− 1 = 0.
(iv) (x− 1)(x2 − x− 6) = 0.
(v) 9x = 108

17.3 For the following list of sets, (a) identify similarities and differences
and (b) on the basis of the differences you identify, separate the list into two
groups so that the sets in each group have similar properties.

(i) {real numbers x : x2 − x− 6 ≤ 0}.
(ii) {real numbers x : x2 − x− 6 ≥ 0}.
(iii)

{
1
n : n is a positive integer

}
.

(iv) {real numbers x : −1 ≤ x ≤ 1}.
(v) {real numbers x : there is a real number y with x2 + y2 ≤ 4}.

17.4 Based on the differences you identify among the following real-valued
functions of one variable, separate the list into two groups so that the functions
in each group have similar properties.

(i) f(x) = 3x + 4.
(ii) f(x) = 2−x.
(iii) f(x) =

∏n
i=1(x− ai), where a1, . . . , an are given real numbers.

(iv) f(x) = log(|x|+ 1).

17.5 Based on the differences you identify among the following operations
on the n-vectors x = (x1, . . . , xn) and y = (y1, . . . , yn), separate the list into
two groups so that the result of performing the operations in each group have
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similar properties.

(i) x + y = (x1 + y1, . . . , xn + yn).
(ii) x r y = x1y1 + · · ·+ xnyn.
(iii) x − y = (x1 − y1, . . . , xn − yn).

(iv) ‖x‖ =
√

x2
1 + · · ·+ x2

n.

∗17.6 Based on the differences you identify among the following sets, separate
the list into three groups so that the sets in each group have similar properties.

(i) c/d, which is the result of dividing the real number c by
the real number d 6= 0.

(ii) A ⊆ B, which is true if the set A is a subset of the set B
and false otherwise.

(iii) −x, which is the negative of the n-vector x.
(iv) ij , which is the positive integer i raised to the positive

integer j power.
(v) Ac, which is the complement of the set A of real numbers.
(vi) s < t, which is true if the real number s is less than the

real number t and false otherwise.
(vii) A ∪B, which is the union of the sets A and B.

17.7 Identify as many similarities and differences as you can between a set
of n real numbers and an n-vector x = (x1, . . . , xn).

W 17.8 Suppose that d1 and d2 are given real numbers. Create a visual image
of {(td1, td2) : t is a real number}.
17.9 Suppose that x1, x2, d1, and d2 are given real numbers. Create a
visual image of {(x1 + td1, x2 + td2) : t is a real number}.
17.10 For two sets A and B in the plane that overlap, create a visual image
of the points in A that are not in B and the points in B that are not in A.

W 17.11 For two sets A and B in the plane, a separating line is a line with
the property that all points in A are on one side of the line and all points in
B are on the other side of the line. Using circles to represent the sets, draw
an example of two sets A and B together with a separating line. Also draw
an example of two sets A and B for which there is no separating line.

17.12 Perform each of the following tasks:

a. Draw an example of a set C in the plane with the property that for any
two points in the set, the entire line segment is contained in C.

b. Draw and example of a set C that does not have the property in part (a).

c. Translate the visual image in part (a) to written form using appropriate
symbols and quantifiers.
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17.13 Create a visual image of a real-valued function of one variable, f ,
that has several points x∗ for which f(x∗) = x∗. Indicate where the points x∗

are in you picture.

17.14 Create a visual image for two real-valued functions f and g of one
variable with the property that for all real numbers x, g(x) ≥ f(x).

17.15 Create a visual image of a real-valued function f of one variable with
the property that for all real numbers x and y with x < y, the value of the
function at all points between x and y lies below the line segment connecting
the points (x, f(x)) and (y, f(y)).

17.16 For the following visual image of a function f that takes in one real
number x and outputs the real number f(x), create a similar visual image for
each of the subsequent generalizations.

a. A function g that takes in n real numbers x = (x1, . . . , xn) and outputs
one real number g(x).

b. A function h that takes in n real numbers x = (x1, . . . , xn) and outputs
m real numbers.

∗17.17 Create a visual image of a real-valued function f of one variable with
the property that for all real numbers x̄, the value of the function at all points
x always lies above the tangent line to the graph of f at the point (x̄, f(x̄)).

∗17.18 Recall the graph of a real-valued function f of one variable shown in
Figure 17.3(a). A generalization of such a function is a point-to-set map
F that associates to each real number x, a set of real numbers, F (x). Create
a visual image similar to the graph of a function to illustrate a point-to-set
map F . For simplicity, suppose that for each value of x, F (x) is an interval.

W 17.19 Convert the action of shifting the entire graph of a real-valued func-
tion f of one variable up by some fixed positive amount to symbolic form.

17.20 Convert the visual image of a parabola ax2 + bx + c that crosses the
x axis at two different points to a written symbolic form.

W 17.21 Suppose that each component of the n-vector x = (x1, . . . , xn) is
either 0 or 1. Then consider an n-vector y = (y1, . . . , yn) in which each
component yi = 0 if xi = 1 and yi = 1 if xi = 0. Express the value of yi in
terms of xi using a single mathematical operation.
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17.22 For a collection of n projects, suppose that x1, . . . , xn are variables
in which the value of xi is 1 if you will fund project i and 0 otherwise. Write a
single mathematical expression to ensure that at least three of these projects
must be funded.

17.23 Suppose that S is a set of real numbers. Express the fact that all of S
is strictly to the right of the real number u in symbolic form using appropriate
quantifiers.

17.24 Suppose that (x1, x2) and (y1, y2) are two points in the plane. Con-
vert the visual image of the vector that points from (x1, x2) to (y1, y2) to a
written form.

W 17.25 Recall from Table 17.1 that B2
1(c1, c2) is the ball of radius 1 in two

dimensions centered at the point (c1, c2).

a. Define the boundary of B2
1 (c1, c2), which are all those points in B2

1(c1, c2)
that lie on the circle but not inside the ball, first in verbal form and then
in mathematical form using appropriate notation (as done in Table 17.1).

b. Generalize your definition in part (a) to the boundary of Bn
r (c), which is

the ball of radius r in n dimensions centered at the point c = (c1, . . . , cn),
first in verbal form and then in mathematical form.

∗17.26 Generalize the definition of the boundary of the ball Bn
r (c) in the

previous exercise to the boundary of a set S in n dimensions, first in verbal
form and then in mathematical form using appropriate notation (as done in
Table 17.1). (Hint: Looking at a point x that is in the boundary of S, use
balls of radius r centered at x.)

17.27 Suppose that A and B are two sets of points in the plane. On the
basis of the examples in the solution to Exercise 17.11 given at the back of
this book, define what it means for a given line in the plane to separate the
two sets A and B, first in verbal form and then in mathematical form using
appropriate notation (as done in Table 17.1).

17.28 Each of the following three sequences of real numbers is monotonically
increasing:

1

2
,
2

3
,
3

4
, . . . 1, 1 +

1

1
, 1 +

1

1
+

1

2
, . . . 1− 1

n
, for n = 1, 2, . . .

In contrast, each of the following three sequences of real numbers is not mono-
tonically increasing:

1,−1, 2,−2, . . . 2− 1

2
, 2− 2

3
, 2− 3

4
, . . . 2− 1

n
, for n = 1, 2, . . .

On the basis of the foregoing examples, define what it means for a sequence
of real numbers to be monotonically increasing, first in verbal form and then
in mathematical form using appropriate notation (as done in Table 17.1).



18
Axiomatic Systems

In Chapter 16, you saw that with sequential generalization, you create ever
larger classes of problems with the advantage that, if you can solve the encom-
passing general problem, then you can use that solution procedure to solve
all of the special cases. In a similar spirit, if you can derive propositions that
hold for a general class of mathematical objects, then you can apply those
propositions to all of the special cases. In this chapter, you will learn how
to create the most general possible class of mathematical objects and how to
derive propositions for this class.

18.1 ABSTRACTION

Abstraction is the process of learning to work with general objects rather
than specific items. You have already learned to work with objects in the form
of a set which, as you know, is a collection of objects. With abstraction, you
consciously move from working with specific items to working with general
objects, as is now illustrated with several examples.

An Abstract Concept of a Function
As a first example of abstraction, consider the concept of a real-valued

function f of one real variable x. The function f takes in the real number x,
performs some computation with x, and then returns the real number f(x).
With abstraction, rather than thinking of x as a real number, think of x as
an object. In this case, the function f takes in an object x, performs some
operation on x, and returns a new object f(x), which may or may not be the

219
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same type as x. The advantage of working with objects in this setting is that
you have generalized greatly the concept and capabilities of a function. For
example, each of the following is now a special case of a function that takes
in an object x and returns an object f(x):

1. A function f that takes in a set A, performs some operation on A, and
returns a new set f(A).

2. A function f that takes in an n-vector x, performs some operation on
x, and returns a new n-vector f(x).

3. A function f that takes in a body of text in the form of a string of
characters and returns the number of characters in that text.

As you can see from the foregoing examples, the power of abstraction is that
you can replace a general object with any specific item you want to get a
special case. Thus, you can think of abstraction as an extreme form of gener-
alization.

An Abstract Concept of Distance
Given two points in the plane, say x = (x1, x2) and y = (y1, y2), you know

that the straight-line distance from x to y is:

distance from x to y =
√

(x1 − y1)2 + (x2 − y2)2. (18.1)

You can generalize (18.1) to two n-vectors x = (x1, . . . , xn) and y = (y1, . . . , yn),
as follows:

distance from x to y =
√

(x1 − y1)2 + · · ·+ (xn − yn)2. (18.2)

Continuing with generalization, you can create a general distance function, d,
that takes in two n-vectors x and y and returns a nonnegative, but unspecified,
number that represents the distance from x to y, that is:

d(x, y) = distance from the n-vector x to the n-vector y. (18.3)

Turning now to abstraction, think of x and y as two objects of the same type.
Then the abstract distance function becomes:

d(x, y) = distance from the object x to the object y. (18.4)

Once again, abstraction has greatly expanded the concept of distance. For
example, with the abstraction in (18.4), you can now consider each of the
following special cases:

1. The distance between two functions f and g, that is, d(f, g).

2. The distance between two sets A and B, that is, d(A, B).

3. The distance between two computer algorithms for solving the same
problem.
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18.2 PERFORMING OPERATIONS ON OBJECTS

As you have seen, abstraction allows you to expand greatly a mathematical
concept by working with general objects rather than specific items. However,
when you do so, the general objects lose the properties that hold for the
specific items. To illustrate, suppose that x is a real number and consider the
negative of that number:

−x (where x is a real number). (18.5)

If you now perform abstraction by thinking of x as an object rather than a
real number, then the operation −x in (18.5) no longer makes sense because
you cannot take the “negative” of an object and so a syntax error arises. One
way to avoid this syntax error is to replace negation with a unary operator,
say ∼, that applies to one object and is written as follows:

∼ x (where x is an object). (18.6)

The unary operator ∼ in (18.6) takes in the object x, performs some (un-
specified) operation on x, and returns the new object ∼ x. The object being
returned, namely ∼ x, may or may not be the same type as x. For example,
consider the special case in which the object x = (x1, . . . , xn) is an n-vector
and ∼ x = (−x1, . . . ,−xn). In this case, both x and ∼ x are objects of
the same kind: both are n-vectors. In contrast, consider the special case in
which the object is an n-vector x = (x1, . . . , xn) and ∼ x = x2

1 + · · · + x2
n.

In this case, the object x is an n-vector while the result of performing the
operation, namely ∼ x, is a real number. When x and ∼ x are the same kind
of objects—that is, x and ∼ x belong to the same set—the unary operator is
said to be closed.

Binary Operators

After using abstraction, it is often the case that you want to combine two
objects of the same type together. To illustrate, suppose that x and y are real
numbers for which you can compute their sum:

x + y (where x and y are real numbers). (18.7)

If you now perform abstraction by thinking of x and y as objects rather
than real numbers, then the operation x + y in (18.7) no longer makes sense
because you cannot “add” two objects, so a syntax error arises. In this case,
abstraction results in losing the ability to perform addition. To overcome
the inability to add two objects x and y, rather than using the + symbol,
you can use a binary operator, say ⊕, that combines two objects belonging
to the same set—as opposed to a unary operator that applies to only one
object—resulting in the following:

x⊕ y (where x and y are objects in the same set). (18.8)



222 CHAPTER 18: AXIOMATIC SYSTEMS

Observe how the binary operator in (18.8) avoids the syntax error associated
with the expression x + y when x and y are objects. The need to avoid such
syntax errors often arises with abstraction because operations that are valid
on specific items (such as numbers) are not valid on objects.

Abstraction is also used to unify mathematical concepts that, at first
glance, appear to be quite different. To illustrate, consider the operations
indicated by the following underlined words:

1. c times d, which is the product of the real numbers c and d.

2. A intersect B, which is the intersection of the sets A and B.

3. i mod j, which is the remainder on dividing the positive integer i by the
positive integer j.

4. s less than t, which is the result of comparing the real numbers s and t.

5. A subset B, which is the result of comparing the sets A and B.

To unify these operations using abstraction, think of the two items being com-
bined as general objects and then identify similarities and differences among
the foregoing operations. For example, one similarity is that all of these op-
erations combine two objects of the same kind. To create a unified concept of
“combining two objects of the same kind,” you need to replace the underlined
operations that apply to the specific items with a general binary operator, say
�, that combines two objects in the same set, say S, in some unspecified way.
Thus, x � y is the result of combining the objects x and y in the set S. You
can now verify that the expression x � y includes each of the foregoing five
special cases. For example, for the first special case, replacing the objects x
and y with real numbers c and d, respectively, and the binary operator � with
the operator times, you see that x� y = c times d. A similar substitution for
x, y, and � yields the other four special cases.

Looking at these special cases again, one difference is that the operators
times, intersect, and mod result in an object of the same kind as those being
combined while the result of the operators less than and subset is true or false.
In the former case, the binary operator is said to be closed, while in the latter
case, the binary operator is called a binary relation, meaning the result of
comparing the two objects is either true or false.

In this section, you have seen that abstraction is the process of learning to
think in terms of general objects rather than specific items. The advantage
of this extreme form of generalization is that you can replace a general object
with any specific item and so objects greatly expand mathematical concepts.
When you apply abstraction, you create a set of objects on which you usually
want to perform operations. Unary and binary operators allow you to do so
without having to specify the details of how those operations are performed.
In summary, abstraction results in an abstract system that consists of a
set of objects together with one or more operations on those objects. While



18.3 DEVELOPING AND WORKING WITH AXIOMATIC SYSTEMS 223

abstraction allows you to generalize a mathematical concept, the disadvantage
is that general objects lose properties that hold for the specific items. How
you recover the loss of such properties in an abstract system is the topic of
the next section.

18.3 DEVELOPING AND WORKING WITH AXIOMATIC SYSTEMS

You now know that abstraction results in an abstract system—that is, a set
of objects together with one or more operations on those objects. When you
apply abstraction to specific items, the resulting objects lose the properties
of the specific items and hence the ability to perform certain operations. You
will now see how those properties are restored in an abstract system.

Creating Axioms

You know that real numbers x and y satisfy the commutative property that
x + y = y + x. However, when you abstract x and y to objects in a set S
and replace addition with a binary operator, say ⊕, to avoid a syntax error,
it is no longer necessarily true that x ⊕ y = y ⊕ x for all objects x, y ∈ S.
Here, the abstract system (S,⊕) has lost the commutative property associated
with adding real numbers. You can restore this property by augmenting the
abstract system (S,⊕) with the following axiom—which, as you learned in
Section 3.3, is a statement that is assumed to be true without a proof:

An Axiom: For all elements x, y ∈ S, x⊕ y = y ⊕ x.

After applying abstraction to specific items to create an abstract system, say
(S,⊕), it is up to you to decide what properties you want the operation ⊕ to
have. On so doing, you will have an axiomatic system, which is an abstract
system together with a list of axioms (that is, properties) that the operations
are assumed to have.

The choice of the axioms to include depends on exactly what properties
from the original special cases you wish to study within the context of the
abstract system. To illustrate, consider the set Z of integers together with the
operation of addition. You know that the number 0 has the following special
property:

For all integers a ∈ Z, a + 0 = 0 + a = a. (18.9)

If you now apply abstraction to create a set S of objects together with a binary
operator ⊕, the abstract system (S,⊕) has lost the existence of a special “zero”
element. You can restore the existence of such an element having the same
property as in (18.9) by adding the following axiom to the abstract system
(S,⊕) to create an axiomatic system:

There is an element z ∈ S such that,
for all elements a ∈ S, a⊕ z = z ⊕ a = a.

(18.10)
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Continuing with this example, you know that the number 0 is the only
integer with the property in (18.9). Thus, you might think of including the
word “unique” with the quantifier there is in (18.10). However, there is no
need to do so because, if the axiom in (18.10) is assumed to hold for the
abstract system (S,⊕), then you can prove that z is the only such element,
as is now done.

Proposition 32 If (S,⊕) is an abstract system that satisfies (18.10), then z
is the only element in S such that for all elements a ∈ S, a⊕ z = z ⊕ a = a.

Proof of Proposition 32. To see that z is the only such element, according
to the direct uniqueness method described in Section 11.2, suppose that y ∈ S
also satisfies the property that for all elements a ∈ S, a ⊕ y = y ⊕ a = a.
It is now shown that z = y. To see that this is so, specialize the foregoing
for-all statement to a = z ∈ S, from which it follows that z ⊕ y = y ⊕ z = z.
Likewise, as z also satisfies the property that for all elements a ∈ S, a⊕ z =
z ⊕ a = a, you can specialize this for-all statement to a = y ∈ S to obtain
y⊕ z = z ⊕ y = y. Because z = z⊕ y and z⊕ y = y, it now follows that z = y
and so the proof is complete.

The foregoing proposition means that it is not necessary to include the word
“unique” in (18.10). More generally, when developing an axiomatic system,
you do not want to include as an axiom any property that can be proved from
the axioms that are already included. Thus, before adding a new property as
an axiom, you should see if you can prove that the new property is true using
the existing axioms.

An Axiomatic System Involving a Unary Operator

To illustrate how to develop and work with an axiomatic system, consider
the following three mathematical concepts, hereafter referred to as the special
cases:

1. −n, meaning the negative of the integer n.

2. r−1, meaning the reciprocal of the real number r 6= 0.

3. Ac, meaning the complement of the set A (see Example 12 in Chapter
17).

What similarities and differences do you see among these operations? One
difference is that the operations are performed on different objects: the neg-
ative is applied to an integer, the reciprocal is applied to a real number, and
the complement is applied to a set. There are, however, similarities.

Similarity 1: All operations are applied to one item and the result is an item
of the same kind.
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Similarity 2: The result of performing each operation is, in some sense, the
“opposite” of the original item.

The goal now is to unify these three operations into a single framework that
incorporates these similarities. To that end, apply abstraction by thinking of
performing an operation on an object that belongs to a set S rather than on
a specific item. Specifically, let ∼ be an unspecified unary operator on the
objects in a set S. You have thus created the abstract system (S,∼). This
abstract system includes each of the foregoing three special cases:

1. If S is the set of integers and ∼ is replaced with −, then for an integer
n ∈ S, ∼ n = −n.

2. If S is the set of nonzero real numbers and ∼ is replaced with −1, then
for a nonzero real number r ∈ S, ∼ r = r−1.

3. If S is a collection of sets and ∼ is replaced with c, then for a set A ∈ S,
∼ A = Ac.

As just seen, the advantage of abstraction is the ability to unify different
concepts into a single framework in the form of an abstract system. The
disadvantage, however, is that the abstract operation—the unary operator ∼
in this case—loses the properties of the special cases. As you learned in this
section, you can restore these lost properties by including appropriate axioms
with the abstract system to create an axiomatic system. Recall that the goal
in this example is to study the two common properties of the operations given
in Similarity 1 and Similarity 2. To restore the property in Similarity 1, you
can include the following axiom with your abstract system (S,∼):

Axiom 1: The unary operator ∼ is closed, that is, for every element x ∈ S,
∼ x ∈ S.

Incorporating Similarity 2 requires further analysis. Specifically, what is
meant by an “opposite” and how can you translate that property to a symbolic
form in the context of the abstract system? After some experimentation, you
might come to the realization that in each of the three special cases, when
you perform the operation twice in succession you obtain the item you started
with: for an integer n, −(−n) = n, for a real number r 6= 0, (r−1)−1 = r, and
for a set A, (Ac)c = A. You can endow the abstract system (S,∼) with this
property by adding the following axiom:

Axiom 2: The unary operator ∼ is invertible, that is, for every element
x ∈ S, ∼ (∼ x) = x.

Putting together the pieces, the following is the axiomatic system that has
been developed for unifying the three special cases.

Definition 34 The abstract system (S,∼) is an opposite system if and
only if the following two axioms hold:
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Axiom 1: The operator ∼ is closed, that is, for every element x ∈ S,
∼ x ∈ S.

Axiom 2: The operator ∼ is invertible, that is, for every element x ∈ S,
∼ (∼ x) = x.

After creating an axiomatic system to unify mathematical concepts into a
single framework, the next step is to obtain results—that is, propositions—
that hold for the axiomatic system. Any such result applies not only to the
special cases that give rise to the axiomatic system but also to any new special
cases that you might encounter in the future. Indeed, this is the second major
advantage of creating and working with axiomatic systems. For example, for
the axiomatic system in Definition 34, it is possible to prove that the following
property holds.

Proposition 33 For the axiomatic system in Definition 34, if x and y are
two different elements of the set S, then ∼ x 6= ∼ y.

Proof of Proposition 33. By the contrapositive method, assume that

∼ x = ∼ y. (18.11)

It will be shown that x = y. To that end, from Axiom 1 in Definition 34, the
operator ∼ is closed and so ∼ x ∈ S and ∼ y ∈ S. You can therefore apply
the operator ∼ to both ∼ x and to ∼ y in (18.11) to obtain

∼ (∼ x) = ∼ (∼ y). (18.12)

Now by Axiom 2 in Definition 34, ∼ is invertible and so ∼ (∼ x) = x and
∼ (∼ y) = y. In now follows from (18.12) that x = y and so the proof is
complete.

With appropriate substitutions for the set S and the unary operator ∼
you can apply Proposition 33 to each of the three special cases to obtain the
following:

If m and n are two different integers, then −m 6= −n.

If r and s are two different nonzero real numbers, then r−1 6= s−1.

If A and B are two different sets, then Ac 6= Bc.

You can also apply Proposition 33 to any new special case of the axiomatic
system in Definition 34, that is, to any unary operator that is both closed and
invertible. To illustrate, consider a mathematical statement p that is either
true or false. You know from Chapter 8 that NOT p, hereafter written ¬p, is
the negation of p, which is false if p is true and true if p is false. Here you
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see that ¬ is a unary operator on the set S of all mathematical statements.
It is also easy to verify that ¬ is closed because if p ∈ S is a mathematical
statement, then ¬p is also a mathematical statement. Furthermore, ¬ is
invertible because ¬(¬p) = p. This means that (S,¬), is an opposite system
according to Definition 34. As such, Proposition 33 holds for (S,¬), that is,

If p and q are two different mathematical statements, then ¬p 6= ¬q.

An Axiomatic System for a Binary Relation

As another example of developing and working with an axiomatic system,
consider the following definitions of what it means for different mathematical
items to be equal to each other, hereafter referred to as the special cases:

1. For two real numbers s and t, s = t if and only if s ≤ t and t ≤ s.

2. For two n-vectors u = (u1, . . . , un) and v = (v1, . . . , vn), u = v if and
only if for all i = 1, . . . , n, ui = vi.

3. For two sets A and B, A = B if and only if A ⊆ B and B ⊆ A.

What similarities and differences do you see among these definitions of equal-
ity? One difference is that the equality applies to different objects. In (1),
the equality applies to two real numbers; in (2), the equality applies to two n-
vectors; and in (3), the equality applies to two sets. Furthermore, the way in
which equality is defined in each special case is different. There are, however,
similarities.

Similarity 1: The concept of equality in each special case is meant to express
the fact that the two objects that are being compared are the same.

The goal now is to unify these three uses of equality into a single framework
that incorporates this similarity. To that end, apply abstraction by thinking
of comparing two objects that belong to a set S—rather than comparing two
specific items—by using a general binary relation, say ≡. You have thus
created the abstract system (S,≡). For two objects x, y ∈ S, x ≡ y (read as
“x is equivalent to y”) means that the object x is, in some sense, the same as
the object y. The abstract system (S,≡) includes each of the foregoing three
special cases:

1. If S is the set of real numbers and ≡ is replaced with =, then for real
numbers s, t ∈ S, s ≡ t becomes s = t.

2. If S is the set of all n-vectors and ≡ is replaced with =, then for two
n-vectors u, v ∈ S, u ≡ v becomes u = v.

3. If S is a collection of sets and ≡ is replaced with =, then for two sets
A, B ∈ S, A ≡ B becomes A = B.
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As just seen, the advantage of abstraction is the ability to unify different
concepts into a single framework in the form of an abstract system. The
disadvantage, however, is that the abstract operation—the binary relation ≡
in this case—loses the properties of the special cases. As you learned in this
section, you can restore these lost properties by including appropriate axioms
with the abstract system to create an axiomatic system. Recall that the goal
in this example is to study the common property given in Similarity 1. To
do so, you must identify the key properties that the word “equal” satisfy in
each of the special cases so that you can include those properties as axioms
with the abstract system. After much experimentation with the special cases,
you might come to the realization that equality of objects should satisfy the
following properties:

• Every object should be equal to itself.

• If an object x is equal to an object y, then y should be equal to x.

• If an object x is equal to an object y and y is equal to an object z, then
x should be equal to z.

You can endow the abstract system (S,≡) with these properties by replac-
ing the word “equal” in each of the three foregoing properties with the binary
relation ≡ to create the following axiomatic system:

Definition 35 The abstract system (S,≡) is an equivalence relation if
and only if the following axioms hold:

Axiom 1: The binary relation ≡ is reflexive, that is, for every element
x ∈ S, x ≡ x.

Axiom 2: The binary relation ≡ is symmetric, that is, if x, y ∈ S with
x ≡ y, then y ≡ x.

Axiom 3: The binary relation ≡ is transitive, that is, if x, y, z ∈ S
with x ≡ y and y ≡ z, then x ≡ z.

Having developed the axiomatic system of an equivalence relation, you can
now derive results in the form of propositions that apply to all of the special
cases, even special cases that you have not yet encountered. To illustrate,
consider an equivalence relation ≡ that compares two elements in a set S.
For a given element x ∈ S, it is interesting to consider all those elements
y ∈ S that are the same as x, that is, for which x ≡ y, as summarized in the
following definition.

Definition 36 Given an equivalence relation ≡ on a set S, for an element
x ∈ S, the following is the equivalence class generated by x:

[x] = {y ∈ S : x ≡ y}.
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As is now shown, the collection of all the equivalence classes generated by the
elements of the set S forms a partition of S (see Definition 26 in Chapter 17).

Proposition 34 If ≡ is an equivalence relation on a set S, then {[x] : x ∈ S}
is a partition of the set S.

Proof of Proposition 34. According to Definition 26, it is necessary to
prove the following three statements:

1. For each x ∈ S, [x] 6= ∅.

2. For all x, y ∈ S with [x] 6= [y], [x] ∩ [y] = ∅.

3. S = ∪{[x] : x ∈ S}.

Throughout the rest of this proof, let x ∈ S.
To see that (1) is true, note that x ∈ [x] because, according to Axiom 1 of

an equivalence relation, x ≡ x and so [x] 6= ∅.
To see (2), choose an element y ∈ S with [x] 6= [y], for which it will be shown

that [x]∩ [y] = ∅. By the contrapositive method, suppose that [x]∩ [y] 6= ∅, so
there is an element z ∈ [x] such that z ∈ [y]. But this means that x ≡ z and
y ≡ z. It is now shown that [x] = [y] by showing that [x] ⊆ [y] and [y] ⊆ [x].
To see that [x] ⊆ [y], let t ∈ [x]. The following steps show that t ∈ [y]:

(a) y ≡ z (because z ∈ [y])
(b) x ≡ z (because z ∈ [x])
(c) z ≡ x (from (b) by Axiom 2 of an equivalence relation)
(d) x ≡ t (because t ∈ [x])
(e) z ≡ t (from (c) and (d) by Axiom 3 of an equivalence relation)
(f) y ≡ t (from (a) and (e) by Axiom 3 of an equivalence relation).
(g) t ∈ [y] (definition of [y]).

A similar set of steps shows that [y] ⊆ [x] and so [x] = [y] thus completing
the proof of (2).

It remains to show that S = ∪{[x] : x ∈ S} which is done by showing that
S ⊆ ∪{[x] : x ∈ S} and that ∪{[x] : x ∈ S} ⊆ S. To see that S ⊆ ∪{[x] :
x ∈ S}, let t ∈ S, for which it must be shown that t ∈ ∪{[x] : x ∈ S}, that is,
that there is an element x ∈ S such that t ∈ [x]. Indeed, for x = t ∈ S, you
can see that t ∈ [x] = [t] by Axiom (1) of an equivalence relation. Finally, to
see that ∪{[x] : x ∈ S} ⊆ S, note that for x ∈ S, [x] ⊆ S and so the union of
subsets of S is again a subset of S, that is, ∪{[x] : x ∈ S} ⊆ S.

It has now been shown that (1), (2), and (3) hold and so {[x] : x ∈ S} is a
partition of the set S, thus completing the proof.

Proposition 34 states that an equivalence relation provides a partition of the
set S into its equivalence classes. You can apply this result to any special case,
including new ones you have not yet encountered. For example, consider the
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binary relation of congruent triangles, that is, two triangles are congruent
if and only if each of the three sides of one triangle is equal in length to a
corresponding side of the other triangle. It is not hard to show that congruence
is an equivalence relation on the set of all triangles. After doing so, you can
apply Proposition 34 to conclude that this equivalence relation of congruence
partitions the set of all triangles into equivalence classes. To understand this
partition, consider any triangle, say ABC. The equivalence class generated by
this triangle is the set of all triangles that are congruent to triangle ABC. Now
consider any other triangle, say RST , that is not congruent to ABC. This
new triangle also generates an equivalence class—the set of all triangles that
are congruent to triangle RST . According to Proposition 34, the collection
of all such equivalence classes forms a partition of the set of all triangles.

Summary

You have now learned that abstraction is an extreme form of generalization
in which you replace specific items with general objects that belong to a
set S. You can then create unary and binary operations on these object
that, together with the set S, form an abstract system. While abstraction
greatly expands mathematical concepts, abstraction also results in the loss of
properties of the items and operations from the special cases. You can restore
lost properties to an abstract system by including appropriate axioms which
results in an axiomatic system. To create and work with axiomatic systems
follow these steps.

1. Create an abstract system by performing abstraction on a mathematical
concept you wish to study. This is done by replacing the specific items
in each special case with general objects, each of which belongs to some
set—say S.

2. Identify the axioms you want the abstract system to satisfy so that the
abstract system reflects the common properties of the special cases.

3. Put the properties identified in Step 2 together to form an axiomatic
system.

4. By an appropriate substitution, verify that each of the special cases
satisfies the axioms listed in Step 3.

5. Derive results in the form of propositions pertaining to the axiomatic
system that you can then apply to any special case, including new ones
not identified in Step 1.
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Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

W 18.1 Explain how abstraction would be applied to the components of an
n-vector x = (x1, . . . , xn). Then create three special cases by using three
different specific mathematical items.

18.2 Explain how abstraction would be applied to the inputs and output
of a function g that takes two given real numbers x and y and computes the
real number g(x, y). Then create three special cases by using three different
specific mathematical items for the inputs and the same mathematical item
for the output.

W 18.3 What syntax error arises when you apply abstraction to
√

x, where x
is a positive real number? How can you eliminate this syntax error using a
binary operator, say �?

18.4 What syntax error arises when you apply abstraction to a ≥ b, where
a and b are integers? How can you eliminate this syntax error?

W 18.5 For any real number x 6= 0, consider the operation log(|x|). Suppose
abstraction is used to create a set S of objects instead of real numbers x.
What property would a unary operator v on S that replaces the absolute
value need to have to avoid the syntax error associated with the operation
log(|x|) when x is an object in S?

18.6 For a real number x and an integer j > 0, consider the operation xj.

a. What syntax error arises in the operation xj if you apply abstraction
to the real number x to create a set S of objects? Explain how you can
use a closed binary operator � on S to eliminate this syntax error.

b. What syntax error arises in the operation xj if you apply abstraction to
the integer j to create a set of objects S? What property would a unary
operator v on S need to have to avoid this syntax error?

18.7 Consider the binary numbers 0 and 1 together with multiplication
and an associated abstract system consisting of two objects X and Y corre-
sponding to 0 and 1, respectively, together with a closed binary operator �
to replace multiplication. List the result of performing the binary operator
on each possible pair of objects that matches the result of multiplying the
corresponding binary numbers in the original special case.

W 18.8 Perform abstraction by rewriting each of the following problems re-
placing the specific mathematical items with general objects. Then identify
any resulting syntax errors and use appropriate unary and binary operators to
eliminate the syntax errors. Summarize your results in the form of an abstract
system for studying the original special case. (Do not include any axioms.)
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a. Find 1/x, where x is a nonzero real number.

b. Given two sets A and B, find A ∪B.

c. Suppose that f is a real-valued function of one real variable. Given a
real number y, find a real number x such that f(x) = y.

18.9 Perform abstraction by rewriting each of the following problems re-
placing the specific mathematical items with general objects. Then identify
any resulting syntax errors and use appropriate unary and binary operators to
eliminate the syntax errors. Summarize your results in the form of an abstract
system for studying the original special case. (Do not include any axioms.)

a. For integers a and b, determine if there is an integer c such that b = ca.

b. For two n-vectors x = (x1, . . . , xn) and y = (y1, . . . , yn), compute
x ry = x1y1 + · · ·+ xnyn.

c. For real numbers s and t, determine if s > t.

18.10 Perform abstraction by rewriting each of the following problems re-
placing the specific mathematical items with general objects. Then identify
any resulting syntax errors and use appropriate unary and binary operators to
eliminate the syntax errors. Summarize your results in the form of an abstract
system for studying the original special case. (Do not include any axioms.)

a. For given real numbers a and b, find a real number x such that ax = b.

b. Suppose that f is a real-valued function of one real variable. Find a real
number x such that f(x) = x.

c. For integers a and b, compute min{a, b}.

W 18.11 Consider the operation |x|, where x is a real number. Suppose ab-
straction is used to create a set S of objects to replace real numbers and a
unary operator v to replace the absolute value, in which v(s) associates to
each object s ∈ S, a real number v(s). Indicate any syntax errors that occur
in each of the following axioms for the abstract system (S, v) associated with
the given property of | | and rewrite the axiom to eliminate the syntax error.

Property of | | Axiom for (S, v)

(1) For every real number x,
|x| ≥ 0.

For every element s ∈ S,
v(s) ≥ 0.

(2) For all real numbers x
and y, |x + y| ≤ |x|+ |y|.

For all elements s, t ∈ S,
v(s + t) ≤ v(x) + v(t).

(3) For every real number x,
|x|2 = x2.

For every element s ∈ S,
v(s)2 = s2.
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18.12 For real numbers x and y, consider the operation max{x, y}. Suppose
abstraction is used to create a set S of objects to replace real numbers and
a closed binary operator ∨ to replace the maximum operator. Indicate any
syntax errors that occur in each of the following axioms for the abstract system
(S,∨) associated with the given property of the maximum and rewrite the
axiom to eliminate the syntax error.

Property of max Axiom for (S,∨)

(1) For every real number x,
max{x, x} = x.

For every element s ∈ S,
∨(s, s) = s.

(2) For all real numbers x
and y, max{x, y} ≥ x.

For all elements s, t ∈ S,
∨(s, t) ≥ s.

∗18.13 For subsets S and T of a universal set U , consider the relation S ⊆ T .
Suppose abstraction is used to create a set V of objects, each element of
which replaces a subset of U and a binary relation � to replace ⊆. Indicate
any syntax errors that occur in each of the following axioms for the abstract
system (V,�) associated with the given property of ⊆ and rewrite the axiom
to eliminate the syntax error.

Property of ⊆ Axiom for (V,�)

(1) If A, B, and C are subsets of U
with A ⊆ B and B ⊆ C, then
A ⊆ C.

If x, y, z ∈ V with x � y and
y � z, then x � z.

(2) For every subset A of U , ∅ ⊆ A. For every element x ∈ V , ∅ � x.

W 18.14 You know that numbers satisfy the commutative property of addition
that x + y = y +x. In Section 18.3, you saw that when you apply abstraction
to create a set S of objects instead of numbers and a closed binary operator
⊕ to replace addition, the following axiom restores the commutative property
to the abstract system (S,⊕):

For all elements x, y ∈ S, x⊕ y = y ⊕ x.

Provide another special case of the abstract system (S,⊕), other than num-
bers, that satisfies the foregoing axiom. Clearly identify the elements in the
set S and how the operator ⊕ combines two element of S in your special case.

18.15 Let S be a set of objects and ! be a closed unary operator on S.
Identify two special cases of the abstract system (S, !) satisfying the axiom
that, for every element y ∈ S, there is an element x ∈ S such that y = !x.

18.16 Let S be a set of objects and v be a unary operator that associates
to each element x ∈ S a nonnegative real number v(x). Identify two special
cases of the abstract system (S, v) that satisfy both of the following axioms:

(i) For every element x ∈ S, v(x) ≥ 0.

(ii) There is a unique element z ∈ S such that v(z) = 0.
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∗18.17 Let S be a set of objects and � be a closed binary operation on S.
Identify two special cases of the abstract system (S,�) that satisfy both of
the following axioms:

(i) There is an element e ∈ S such that for all elements x ∈ S, x � e =
e� x = x.

(ii) For every element x ∈ S, there is an element y ∈ S such that x� y =
y � x = e.

W 18.18 When working with the union of sets, you know that the empty set
∅ has the property that for every set A, A ∪ ∅ = ∅ ∪ A = A. When you
apply abstraction to the set A to create a set S of objects together with a
closed binary operation ∨ on S to replace the binary operation ∪, the resulting
abstract system (S,∨) loses the existence of the empty set. Use an appropriate
axiom to restore the existence of such an element having the same properties
as ∅ has with respect to ∪.

18.19 When working with the intersection of sets, you know that the empty
set ∅ has the property that for every set A, A ∩ ∅ = ∅ ∩ A = ∅. When you
apply abstraction to the set A to create a set S of objects together with a
closed binary operation ∧ on S to replace the binary operation ∩, the resulting
abstract system (S,∧) loses the existence of the empty set. Use an appropriate
axiom to restore the existence of such an element having the same properties
as ∅ has with respect to ∩.

18.20 You know that numbers satisfy the associative property of multipli-
cation. Suppose you apply abstraction to create a set S of objects instead of
numbers and a closed binary operator � to replace multiplication. Write an
axiom for (S,�) to restore the associative property.

W 18.21 For integers a and b, you know that a|b means that there is an integer
c such that b = ca. Suppose you apply abstraction to create a set S of objects
instead of integers and a closed binary operation � to replace multiplication.
Use the operator � to define what it means to say that x|y, where x, y ∈ S.

18.22 You know that for any positive real number x,
√

x is also a real
number. Suppose that abstraction is used to create a set S of objects to
replace real numbers and a binary operation � to replace multiplication. In
so doing, you lose the ability to take the square root of an object in the set
S. To restore this ability, write an axiom for the abstract system (S,�) to
ensure that any element x ∈ S has a “square root” that is also in S.

W 18.23 For two sets A and B, consider the operation A ∩ B. Suppose that
abstraction is used to create a set S of objects to replace sets and a closed
binary operation ∧ to replace ∩. List at least three properties of sets and
∩ and then restore those properties to the abstract system (S,∧) by writing
appropriate axioms. The properties you identify can include sets that have
special properties with respect to ∩.
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18.24 For two sets A and B, consider the operation A ∪ B. Suppose that
abstraction is used to create a set S of objects to replace sets and a closed
binary operation ∨ to replace ∪. List at least three properties of sets and
∪ and then restore those properties to the abstract system (S,∨) by writing
appropriate axioms. The properties you identify can include sets that have
special properties with respect to ∪.

W 18.25 Consider two sets A and B whose elements come from a universal
set U together with the binary relation A ⊆ B. Suppose abstraction is used
to create a set S of objects to replace sets and a binary relation � to replace
⊆. Use an appropriate axiom to restore to the abstract system (S,�) each of
the following properties of ⊆ with respect to sets.

a. For any two sets A and B, if A ⊆ B and B ⊆ A, then A = B.

b. For any set A, ∅ ⊆ A.

c. For any set A, A ⊆ U .

18.26 Consider the rationals together with the binary relation ≤. Suppose
that abstraction is used to create a set S of objects to replace the rationals
and a binary relation � to replace ≤. Use an appropriate axiom to restore to
the abstract system (S,�) each of the following properties of ≤ with respect
to the rationals.

a. For any two rational numbers r1 and r2, either r1 ≤ r2 or r2 ≤ r1.

b. There is no rational number s such that for every rational number r,
r ≤ s.

c. For any two different rational numbers r1 and r2 with r1 ≤ r2, there is
a rational number s different from r1 and r2 such that r1 ≤ s ≤ r2.

∗18.27 You know that for every integer a, the integer −a satisfies a + (−a) = 0.
Consider creating an abstract system consisting of a set S of objects instead
of integers and a binary operation ⊕ to replace addition.

a. Create an axiom to restore the existence of the number 0 to the abstract
system (S,⊕) using an element z ∈ S.

b. Create an axiom to restore the existence of the “negative” of any element
x ∈ S.

c. Identify the syntax error in the following definition of the absolute value
of an object x ∈ S [where z is defined in part (a)]:

|x| =
{

x if x ≥ z
−x otherwise





Appendix A
Examples of Proofs from

Discrete Mathematics

Discrete mathematics is the study of techniques for solving problems involving
a finite number of irreducible parts. The objective of this appendix is not to
teach discrete mathematics, but rather to provide examples of how the various
techniques you have learned are used in doing proofs in this subject. You will
also see how to read and understand such written proofs as they might appear
in a textbook or other mathematical literature. It is assumed that the reader
is familiar with the basic notions of sets and functions; however, the material
in this appendix is completely self-contained.

A.1 EXAMPLES FROM SET THEORY

A set is a collection of related items, each of which is an element of the
set; for example, the following set consists of the elements 70, 75, and 85:

S = {70, 75, 85}.

237
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Notationally, an element x in S is written x ∈ S, and x 6∈ S means that x
is not an element of S. The collection of all items that could possibly be
included in the set is called the universal set. For example, when working
with sets of exam scores, the universal set is U = {0, 1, . . . , 100}. Also, the
empty set, denoted by ∅, is the set with no elements.

It is possible to compare two sets whose elements come from the same
universal set in the following ways:

Definition 37 A set A is a subset of a set B, written A ⊆ B or A ⊂ B, if
and only if, for all elements x ∈ A, x ∈ B.

Definition 38 A set A is equal to a set B, written A = B, if and only if
A ⊆ B and B ⊆ A.

It is also possible to create new sets from existing sets, as described in the
following definitions, in which U is the universal set:

Definition 39 The complement of a set A is the set Ac = {x ∈ U :
x 6∈ A}.

Definition 40 The union of two sets A and B is the set A∪B = {x ∈ U :
x ∈ A or x ∈ B}.

Definition 41 The intersection of two sets A and B is the set A ∩ B =
{x ∈ U : x ∈ A and x ∈ B}.

How to Do a Proof

You will now see how the foregoing concepts are used in doing a proof. In
the example that follows, pay particular attention to how the form of the
statement under consideration suggests the technique to use.

Proposition 35 If A, B, and C are sets, then A∪(B∩C) = (A∪B)∩(A∪C).

Analysis of Proof. If you do not see any keywords—such as there is, for
all, no, not, and so on—in the hypothesis or conclusion of the proposition, it
is reasonable to begin with the forward-backward method (see Chapter 2). A
key question associated with the conclusion is, “How can I show that a set
[namely, A ∪ (B ∩ C)] is equal to another set [namely, (A ∪ B) ∩ (A ∪ C)]?”
Using Definition 38 for equality of two sets, one answer is to show that

B1: A ∪ (B ∩ C) ⊆ (A ∪B) ∩ (A ∪ C) and
(A ∪B) ∩ (A ∪ C) ⊆ A ∪ (B ∩ C).

Only the first statement in B1 is proved here—the second statement is left
for you to prove in the exercises. A key question associated with the first
statement in B1 is, “How can I show that a set [namely, A ∪ (B ∩ C)] is a
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subset of another set [namely, (A∪B) ∩ (A ∪C)]?” Using Definition 37 for a
subset to answer this question, you must now show that

B2: For every element x ∈ A∪ (B ∩C), x ∈ (A∪B)∩ (A∪C).

You should now recognize the keywords “for every” in B2 and thus turn
to the choose method (see Chapter 5). Accordingly, you would write, “Let
x ∈ A ∪ (B ∩ C). It will be shown that x ∈ (A ∪B) ∩ (A ∪ C).” Thus, you
should choose

A1: An element x ∈ A ∪ (B ∩ C),

for which it must be shown that

B3: x ∈ (A ∪B) ∩ (A ∪ C).

The idea now is to complete the choose method by working forward from A1
and backward from B3. To that end, one key question associated with B3 is,
“How can I show that an element (namely, x) is in the intersection of two sets
(namely, A ∪ B and A ∪ C)?” Using Definition 41 to answer this question,
you must show that

B4: x ∈ A ∪B and x ∈ A ∪ C.

The two statements in B4 are established by working forward from A1,
where you know that x belongs to the union of the two sets A and B ∩ C.
Applying Definition 40 for the union of two sets, you can say that

A2: Either x ∈ A or x ∈ B ∩ C.

Recognizing the keywords “either/or” in the forward statement A2, you
should now use a proof by cases (see Section 12.1). Accordingly, you must
first assume that x ∈ A and show that B4 is true, and then assume that
x ∈ B ∩ C and show that B4 is true, as is done now in Cases 1 and 2.

Case 1: Assume that x ∈ A (for which it will be shown that B4 is true).
Because x ∈ A, x ∈ A or x ∈ B, so x ∈ A∪B, which is the first statement

in B4. Likewise, because x ∈ A, x ∈ A or x ∈ C, so x ∈ A ∪ C, which is the
second statement in B4. Thus, when x ∈ A, B4 is true. This leaves . . .

Case 2: Assume that x ∈ B ∩C (for which it will be shown that B4 is true).
Working forward from x ∈ B ∩ C, by Definition 41 for the intersection of

two sets, x ∈ B and x ∈ C. Now because x ∈ B, x ∈ A or x ∈ B, so x ∈ A∪B
by Definition 40. Likewise, because x ∈ C, x ∈ A or x ∈ C, so x ∈ A ∪ C by
Definition 40. Thus, when x ∈ B ∩ C, B4 is true.

The proof by cases is now complete, as is the proof that A ∪ (B ∩ C) ⊆
(A ∪B) ∩ (A ∪ C). Do not forget that, from B1, you still have to show that
(A ∪B) ∩ (A ∪ C) ⊆ A ∪ (B ∩ C), as you are asked to do in the exercises.
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Proof of Proposition 35. The proposition is established by showing that
A ∪ (B ∩ C) ⊆ (A ∪ B) ∩ (A ∪ C) and (A ∪ B) ∩ (A ∪ C) ⊆ A ∪ (B ∩ C).
To that end, let x ∈ A ∪ (B ∩ C). (The word “let” here indicates that the
choose method is used.) It will be shown that x ∈ (A∪B)∩ (A∪C). Because
x ∈ A∪ (B ∩C), by definition, x ∈ A or x ∈ B ∩C. Assume first that x ∈ A.
(This is Case 1 of the proof by cases.) It then follows that x ∈ A or x ∈ B;
that is, that x ∈ A ∪ B. Likewise, because x ∈ A, x ∈ A or x ∈ C; that is,
x ∈ A ∪ C. It has thus been shown that, if x ∈ A, x ∈ A ∪B and x ∈ A ∪ C;
that is, that x ∈ (A∪B)∩ (A∪C). Turning to the case when x ∈ B ∩C (this
is Case 2), it follows that x ∈ B and x ∈ C. This means that x ∈ A or x ∈ B,
so x ∈ A ∪ B, and also that x ∈ A or x ∈ C, so x ∈ A ∪ C. Thus, in this
case, it has also been shown that x ∈ (A ∪ B) ∩ (A ∪ C). Having completed
the proof that A ∪ (B ∩ C) ⊆ (A ∪ B) ∩ (A ∪ C), it remains to show that
(A ∪B) ∩ (A ∪ C) ⊆ A ∪ (B ∩ C), which is left to the exercises.

A summary of suggestions on how to do a proof is given at the end of this
appendix. Now you will see how to read a proof.

How to Read a Proof

Reading proofs can be challenging because the author does not always refer
to the techniques by name, several steps may be combined in a single sentence
with little or no justification, and the steps of a proof are not always presented
in the order in which they were performed when the proof was done. To read
a proof, you have to reconstruct the author’s thought processes. Doing so
requires that you identify which techniques are used and how they apply to
the particular problem. The next example demonstrates how to do so.

Proposition 36 If A and B are two sets from the universal set U , then
(A ∪B)c = Ac ∩Bc.

Proof of Proposition 36. (For reference purposes, each sentence of the
proof is written on a separate line.)

S1: It is first shown that (A ∪B)c ⊆ Ac ∩Bc.

S2: To that end, let x ∈ (A ∪B)c.

S3: Because x ∈ (A ∪B)c, x 6∈ A ∪B.

S4: It now follows that x 6∈ A and x 6∈ B; that is, x ∈ Ac ∩Bc.

S5: The remaining proof that Ac ∩ Bc ⊆ (A ∪ B)c is left to the
exercises.

The proof is now complete.
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Analysis of Proof. An interpretation of statements S1 through S5 follows.

Interpretation of S1: It is first shown that (A ∪B)c ⊆ Ac ∩Bc.
The reason you may find this sentence challenging to understand is that

the author has not mentioned what technique is used to begin the proof. To
determine this, ask yourself what technique you would use to get started. If
you do not see any keywords—such as there is, for all, no, not and so on—in
the hypothesis or conclusion of the proposition, it is reasonable to begin with
the forward-backward method (which is what this author has done, without
telling you). Working backward, a key question associated with the conclusion
is, “How can I show that a set (namely, (A ∪ B)c) is equal to another set
(namely, Ac ∩ Bc)?” The author then uses Definition 38 for equality of two
sets to answer this question, so it must be shown that

B1: (A ∪B)c ⊆ Ac ∩Bc and Ac ∩Bc ⊆ (A ∪B)c.

Recognizing that there are two separate statements in B1 to prove, you can
now understand why, in S1, the author says, “It is first shown that (A∪B)c ⊆
Ac ∩ Bc.” Can you see where in this proof the author addresses the other
statement from B1; namely, Ac ∩Bc ⊆ (A ∪B)c?

Interpretation of S2: To that end, let x ∈ (A ∪B)c.
Once again, the author has failed to mention what proof techniques are

used and has also skipped several steps, which you must recreate. Proceeding
backward from the first statement in B1, a key question is, “How can I show
that a set (namely, (A ∪ B)c) is a subset of another set (namely, Ac ∩ Bc)?”
The author answers this using Definition 37, so it must now be shown that

B2: For every element x ∈ (A ∪B)c, x ∈ Ac ∩Bc.

Recognizing the keywords “for every” in B2, you should consider using the
choose method (see Chapter 5), as the author does. Accordingly, after iden-
tifying in B2 the objects (elements x), the certain property (x ∈ (A ∪ B)c),
and the something that happens (x ∈ Ac ∩Bc), you should choose

A1: An element x ∈ (A ∪B)c,

for which it must be shown that

B3: x ∈ Ac ∩Bc.

(Note that the symbol x has been used both for the general object in B2 as
well as the specific chosen object in A1, even though these two objects are
different.) Rereading S2, you can now see that the words “let x ∈ (A ∪B)c”
indicate that the choose method is used. If this interpretation is correct, then
the next sentences of the proof should be directed toward establishing B3 to
complete the choose method.
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Interpretation of S3: Because x ∈ (A ∪B)c, x 6∈ A ∪B.
Following the choose method, the author is now working forward from A1

by Definition 39 for the complement of a set to claim that

A2: x 6∈ A ∪B.

The author should still be trying to show that B3 is true.

Interpretation of S4: It now follows that x 6∈ A and x 6∈ B; that is,
x ∈ Ac ∩Bc.

The author continues to work forward from A2 by rewriting. Specifically,
using Definition 40 for the union of two sets, another way to write A2 is
NOT(x ∈ A OR x ∈ B). Using the rules for writing the NOT of a statement
containing the keyword OR (see Chapter 8), it follows from A2 that

A3: x 6∈ A AND x 6∈ B.

Now the author works forward from A3 by using Definition 39 for the com-
plement of a set to state that

A4: x ∈ Ac AND x ∈ Bc.

Finally, the author works forward from A4 by using Definition 41 for the
intersection of two sets to claim correctly in S4 that

A5: x ∈ Ac ∩Bc.

You can see that A5 is the same as B3, so the choose method is now complete,
and the author has correctly shown that (A ∪B)c ⊆ Ac ∩Bc.

Interpretation of S5: The remaining proof that Ac ∩Bc ⊆ (A ∪B)c is left
to the exercises.

Recall from B1 that the author must show that both (A ∪B)c ⊆ Ac ∩Bc

and Ac ∩Bc ⊆ (A ∪B)c. In S4, it has been shown that (A ∪B)c ⊆ Ac ∩Bc.
It thus remains to show that Ac ∩Bc ⊆ (A ∪B)c, which you are asked to do
in the exercises at the end of this appendix.

A summary of how to read proofs is given at the end of this appendix.

A.2 EXAMPLES FROM FUNCTIONS

You have already seen many examples of functions, such as the function
f(x) = 2x + 3. A function transforms an input value, x, to an output value,
f(x), as stated formally in the following definition.

Definition 42 Given two sets, the domain A and the codomain B, a func-
tion f : A→ B (read “f is a function from A to B”) is a collection of or-
dered pairs (x, f(x)), where, for each element x ∈ A, there is a unique element
f(x) ∈ B.
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As seen, a function f : A→ B associates to each input value x ∈ A a unique
output value f(x) ∈ B. An important problem in many applications is to find
an input value x ∈ A for which f(x) is a specific desired output value, y:

Problem of Solving f(x) = y: Given a function f : A→ B and a desired
output value y ∈ B, find an input value x ∈ A such that f(x) = y.

It is important to realize that, for a given y, there may or may not be any
value of x for which f(x) = y. For example, consider the function f : R→ R
defined by f(x) = x2, where R is the set of all real numbers. For y = −1,
there is no real number x such that f(x) = x2 = −1. In view of this example,
the objective now is to develop conditions on the function f and the sets A
and B so that it is possible to prove that, for every value y ∈ B, there is one
and only one input value x ∈ A such that f(x) = y. To that end, for any
given y ∈ B, you first need the ability to find at least one x ∈ A for which
f(x) = y, which motivates the following definition.

Definition 43 A function f : A→ B is surjective (or onto) if and only if,
for every element y ∈ B, there is an element x ∈ A such that f(x) = y.

Definition 43 ensures the existence of an input value x ∈ A such that
f(x) = y but does not ensure that there is only one such input. The following
definition is used to establish the uniqueness of such an input value.

Definition 44 A function f : A→ B is injective (or one to one) if and
only if, for all elements u, v ∈ A, with u 6= v, it follows that f(u) 6= f(v).

How to Do a Proof

The following proposition is used to illustrate how to do a proof involving
functions. Pay particular attention to how the form of the statement under
consideration suggests the technique to use.

Proposition 37 The function f(x) = x3 is injective.

Analysis of Proof. If you do not see any keywords—such as there is, for
all, no, not and so on—in the proposition, it is reasonable to begin with the
forward-backward method. A key question associated with the conclusion is,
“How can I show that a function (namely, f(x) = x3) is injective?” Using
Definition 44, one answer is to show that

B1: For all real numbers u and v, with u 6= v, u3 6= v3.

Recognizing the keywords “for all” in the backward statement B1, you should
now use the choose method to choose

A1: Real numbers u and v with u 6= v,
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for which it must be shown that

B2: u3 6= v3.

Recognizing the keyword “not” in B2, you should now consider using the con-
tradiction method (see Chapter 9) or the contrapositive method (see Chapter
10) to show that A1 implies B2. Here, the contrapositive method is used.
Accordingly, you should assume that

A2 (NOT B2): u3 = v3,

and you must show that

B3 (NOT A1): u = v.

To that end, work forward from A2 by subtracting v3 from both sides and
then factoring out u− v to obtain

A3: (u− v)(u2 + uv + v2) = 0.

Now the only way the product of the two numbers u− v and u2 + uv + v2 in
A3 can be 0 is if one of them is 0; that is,

A4: Either u− v = 0 or u2 + uv + v2 = 0.

Recognizing the keywords “either/or” in the forward statement A4, you should
now proceed with a proof by cases (see Section 12.1). That is, you should
first assume that u − v = 0 and show that B3 is true, and then assume that
u2 + uv + v2 = 0 and also show that B3 is true, as is done now.

Case 1: Assume that u− v = 0 (for which it will be shown that B3 is true).
In this case, adding v to both sides immediately results in B3.

Case 2: Assume that u2 + uv + v2 = 0 (for which it will be shown that B3
is true).

In this case, to show that u = v (see B3), think of u2 + uv + v2 = 0 as a
quadratic equation of the form au2 + bu + c = 0, in which a = 1, b = v and
c = v2 . According to the quadratic formula, you have

u =
−b±

√
b2 − 4ac

2a
=
−v ±

√
v2 − 4v2

2
=
−v ±

√
−3v2

2
. (A.1)

The only way the expression for u in (A.1) can result in a real number is if
v = 0, in which case, from (A.1), u = 0, and so u = v = 0 and B3 is true.

In either case u = v and B3 is true, thus completing the proof.

Proof of Proposition 37. To show that f(x) = x3 is an injective function,
by definition, it must be shown that, for all real numbers u and v with u 6= v,
u3 6= v3. To that end, let u and v be real numbers with u 6= v. (The word
“let” here indicates that the choose method is used.) It will be shown that
u3 6= v3. Equivalently, it is shown that, if u3 = v3 , then u = v. (This is the
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contrapositive method.) Now if u3 = v3, then (u − v)(u2 + uv + v2) = 0, so
either u − v = 0 or u2 + uv + v2 = 0. In the former case u = v, and in the
latter case, from the quadratic formula,

u =
−v ±

√
−3v2

2
.

The only way the foregoing expression for u can result in a real number is if
v = 0, in which case, u = v = 0. Thus, in either case u = v, and so the proof
is complete.

A summary of how to do proofs is given at the end of this appendix.

How to Read a Proof

It is now proved that, if f is both surjective and injective, then it is possible to
solve the problem f(x) = y uniquely, as stated in the following proposition.
When reading the proof, be prepared to reconstruct the author’s thought
processes. Doing so requires that you identify which techniques are used and
how they apply to the particular problem.

Proposition 38 If A and B are sets and f : A→ B is a surjective and in-
jective function, then for any element y ∈ B, there is a unique element x ∈ A
such that f(x) = y.

Proof of Proposition 38. (For reference purposes, each sentence of the
proof is written on a separate line.)

S1: Let y ∈ B, for which it is first shown that there is an element
x ∈ A such that f(x) = y.

S2: Because f is surjective, by definition, for every element t ∈ B,
there is an element s ∈ A such that f(s) = t.

S3: In particular, for y ∈ B, there is an element x ∈ A such that
f(x) = y.

S4: To address the uniqueness of x, suppose to the contrary that
w 6= x is also an element of A that satisfies f(w) = y.

S5: But this contradicts the fact that f is injective because you
would have f(x) = f(w) = y.

The proof is now complete.

Analysis of Proof. An interpretation of statements S1 through S5 follows.
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Interpretation of S1: Let y ∈ B, for which it is first shown that there is an
element x ∈ A such that f(x) = y.

Can you determine which technique the author is using to begin the proof?
The answer is the choose method because the author has recognized (as you
hopefully did also) that the first keywords in the conclusion of the proposition
are “for any.” Accordingly, the words “Let y ∈ B” in S1 indicate that the
author chooses

A1: An element y ∈ B,

for which (as also stated in S1) it must be shown that

B1: There is a unique element x ∈ A such that f(x) = y.

The author should now work forward from A1 (and the hypothesis A) to show
that B1 is true. What technique(s) would you use to do so? Has the author
used those same techniques?

Interpretation of S2: Because f is surjective, by definition, for every ele-
ment t ∈ B, there is an element s ∈ A such that f(s) = t.

Looking at B1, you should recognize, as the author has, the keywords
“there is” and “unique” and consider using the backward uniqueness method
and either the direct or the indirect uniqueness method (see Section 11.1).
(Reading the rest of the proof, can you determine which of these techniques
the author has chosen?) With either uniqueness method, the first step is to
construct the desired object—in this case, an element x for which f(x) = y.
Thus, in S2 the author turns to the forward process to do so. Specifically, the
author works forward from the hypothesis that the function f is surjective
using Definition 43, with the symbols t in place of y and s in place of x to
avoid overlapping notation, and states in S2 that

A2: For every element t ∈ B, there is an element s ∈ A such
that f(s) = t.

Interpretation of S3: In particular, for y ∈ B, there is an element x ∈ A
such that f(x) = y.

The author now works forward from A2. Can you determine which tech-
nique is used? The answer is specialization (see Chapter 6). This is because
the first keywords from the left in the forward statement A2 are “for every.”
According to that method, the author must identify one specific object with
which to apply specialization. The words, “In particular, for y ∈ B . . .” in S3
indicate that the specific object is y, which, as noted by the author, satisfies
the certain property in A2 of being in the set B. Finally, the result of special-
ization is the something that happens in A2, obtained by replacing t in A2
with the specific object y, resulting in

A3: There is an element s ∈ A such that f(s) = y.
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This is exactly what the author has written in the last part of S3, except that
the author has used the symbol x in place of s in A3, thus resulting in

A4: There is an element x ∈ A such that f(x) = y.

The author has now constructed the object x for B1—namely, the x in A4.
To complete the construction method, the author must show that the con-
structed object satisfies the certain property and the something that happens
in B1—namely, x ∈ A, f(x) = y, and that x is unique. The author assumes
that you can see from A4 that x ∈ A and f(x) = y, so it remains only to show
the uniqueness of x.

Interpretation of S4: To address the uniqueness of x, suppose to the con-
trary that w 6= x is also an element of A that satisfies f(w) = y.

The words “suppose to the contrary” in S4 indicate that the author is using
the indirect uniqueness method. Accordingly, the author should, and does,
assume that there is another object (namely, w) different from the already-
constructed object x that satisfies the certain property and the something
that happens in B1. Thus, as the author states in S4, suppose

A5: w 6= x is also an element of A that satisfies f(w) = y.

According to the indirect uniqueness method, the author must now work
forward from A4 and A5 (and especially the fact that w 6= x) to reach a
contradiction. Can you determine what that contradiction is by reading S5?

Interpretation of S5: But this contradicts the fact that f is injective because
you would have f(x) = f(w) = y.

The author is now indicating that A4 and A5 contradict the fact that f
is injective. Can you determine precisely how the contradiction arises? The
answer is that the author has worked forward from the hypothesis that f is
injective, using Definition 44 to note that

A6: For all u, v ∈ A with u 6= v, it follows that f(u) 6= f(v).

Recognizing the keywords “for all” in the forward process, the author special-
izes A6 with u = w (from A5) and v = x (from A4), both of which are in the
set A (see A4 and A5) and also satisfy w 6= x (see A5). By specialization, you
can conclude, from the something that happens in A6, that

A7: f(w) 6= f(x).

But you also know from A4 and A5 that f(x) = y and f(w) = y, yielding

A8: f(x) = f(w).

But A8 contradicts A7, and so, as the author says, the proof is now complete.
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Summary

Creating proofs is not a precise science. Some general suggestions are pro-
vided here. When trying to prove that “A implies B,” you should consciously
choose a technique based on keywords that appear in A and B. For exam-
ple, if the quantifiers “there is” and “for all” appear, then consider using
the corresponding construction, choose, induction, and specialization meth-
ods. If no keywords are apparent, then it is probably best to proceed with
the forward-backward method. Remember that, as you proceed through a
proof, different techniques are needed as the form of the statement under con-
sideration changes. If you are unsuccessful at completing a proof, there are
several avenues to pursue before giving up. You might try asking yourself why
B cannot be false, thus leading you to the contradiction (or contrapositive)
method. If you are really stuck, it can sometimes be advantageous to leave the
problem for a while because, when you return, you might see a new approach.
Undoubtedly, you will learn many tricks of your own as you solve more and
more problems.

Reading proofs can be challenging because the author does not always refer
to the techniques by name, several steps may be combined in a single sentence
with little or no justification, and the steps of a proof are not necessarily
presented in the order in which they were performed when the proof was done.
To read a proof, you have to reconstruct the author’s thought processes. Doing
so requires that you identify which techniques are used and how they apply
to the particular problem. Begin by trying to determine which technique
is used to start the proof. Then try to follow the methodology associated
with that technique. Watch for quantifiers to appear, for then it is likely that
the corresponding construction, choose, induction, and specialization methods
are used. The inability to follow a particular step of a written proof is often
because of the lack of sufficient detail. To fill in the gaps, learn to ask yourself
how you would proceed to do the proof. Then try to see if the written proof
matches your thought process.

Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

Note: All proofs should contain an analysis of proof and a condensed version.
Definitions for all mathematical terms are provided in the glossary at the end
of the book.

W A.1 Suppose that A and B are sets. What is a common key question
associated with trying to prove each of the following statements: A ∪ ∅ = A,
A ∩ ∅ = ∅, (A ∪B)c = Ac ∩Bc, and (A ∩B)c = Ac ∪Bc? Provide an answer
to this key question that does not use symbols.
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WA.2 In the proof of Proposition 26, the key question associated with the
statement (A ∪B) ∩ (A∪C) ⊆ A ∪ (B ∩C) is, “How can I show that a set is
a subset of another set?” State a different key question.

A.3 Complete Proposition 27 by proving that Ac ∩Bc ⊆ (A ∪B)c.

W A.4 Write an analysis of proof that corresponds to the following condensed
proof. Indicate which techniques are used and how they are applied. Fill in
the details of any missing steps where appropriate.

Proposition. If A and B are sets whose elements come from
the universal set U , then (A ∩B)c ⊆ Ac ∪Bc.

Proof. Let x ∈ (A ∩ B)c. This means that x 6∈ A ∩ B; that
is, x 6∈ A or x 6∈ B. But then x ∈ Ac or x ∈ Bc, and so
x ∈ Ac ∪Bc, thus completing the proof.

A.5 Write an analysis of proof that corresponds to the following condensed
proof. Indicate which techniques are used and how they are applied. Fill in
the details of any missing steps where appropriate.

Proposition. If A and B are sets whose elements come from
the universal set U , then Ac ∪Bc ⊆ (A ∩B)c.

Proof. Let x ∈ Ac ∪Bc, so x ∈ Ac or x ∈ Bc; that is, x 6∈ A
or x 6∈ B. But then x 6∈ A ∩ B; that is, x ∈ (A ∩B)c, and so
the proof is complete.

A.6 Complete Proposition 26 by proving that (A∪B)∩(A∪C) ⊆ A∪(B∩C).

A.7 Prove that, if A, B, and C are sets, then A∩(B∪C) = (A∩B)∪(A∩C).

WA.8 The Cartesian product of two sets S and T is the set of all ordered pairs
(s, t), where s ∈ S and t ∈ T ; that is, S × T = {(s, t) : s ∈ S and t ∈ T}.
Prove, by induction, that, if S and T each have n ≥ 1 elements, then S × T
has n2 elements.

A.9 The power set of a set T , denoted by 2T , is the set of all subsets of
T ; that is, 2T = {S : S ⊆ T}. (Note that ∅ is an element of 2T .) Prove, by
induction, that, if T has n ≥ 1 elements, then 2T has 2n elements.

W A.10 Suppose that A and B are sets and that f : A→ B. Write what it
means for f not to be surjective. (See Definition 43 in Section A.2.)

A.11 Suppose that A and B are sets and that f : A→ B. Write what it
means for f not to be injective. (See Definition 44 in Section A.2.)

W A.12 Is the function f : R → {x ∈ R : x ≥ 0} defined by f(x) = |x| surjec-
tive or not? In either case, prove your claim.
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A.13 Is the function f : R→ {x ∈ R : x ≥ 0} defined by f(x) = |x| injective
or not? In either case, prove your claim.

WA.14 Suppose that a and b are real numbers and that f : R → R is defined
by f(x) = ax + b. Find a condition on a so that f is injective. State and
prove a proposition to support your claim.

A.15 Suppose that a and b are real numbers and that f : R→ R is defined
by f(x) = ax + b. Find a condition on a so that f is surjective. State and
prove a proposition to support your claim.

W A.16 Write an analysis of proof that corresponds to the following condensed
proof. Indicate which techniques are used and how they are applied. Fill in
the details of any missing steps where appropriate.

Definition. A real number x is a fixed point of a function
f : R → R if and only if f(x) = x.

Proposition. If f : R→ R is a function with the property
that there is a real number α with 0 ≤ α < 1 such that, for all
real numbers x, y ∈ R, |f(y) − f(x)| ≤ α|y− x|, and x∗ ∈ R is
a fixed point of f , then x∗ is the unique fixed point of f .

Proof. To see that x∗ is the unique fixed point of f , suppose
that y∗ is also a fixed point of f and that y∗ 6= x∗. Using α
from the hypothesis, it then follows that

|x∗ − y∗| = |f(x∗) − f(y∗)| ≤ α|x∗ − y∗|.
However, dividing both sides of the foregoing inequality by
|x∗ − y∗| 6= 0 leads to the contradiction that α ≥ 1.

A.17 Write an analysis of proof that corresponds to the following condensed
proof. Indicate which techniques are used and how they are applied. Fill in
the details of any missing steps where appropriate.

Proposition. Suppose that f : R→ R is a function with the
same property as in Exercise A.16. If x∗ ∈ R is a fixed point
of f , x0 ∈ R, and for every integer n = 1, 2, . . ., xn = f(xn−1),
then for every integer n = 0, 1, . . ., |xn − x∗| ≤ αn|x0 − x∗|.
Proof. The conclusion is true for n = 0 because |x0 − x∗| =
α0|x0 − x∗|. Assume now that |xn − x∗| ≤ αn|x0 − x∗|. Then

|xn+1 − x∗| = |f(xn)− f(x∗)|
≤ α|xn − x∗|
≤ α(αn|x0 − x∗|)
= αn+1|x0 − x∗|.

The proof is now complete.



Appendix B
Examples of Proofs from

Linear Algebra

Linear algebra is the study of techniques for solving problems involving or-
dered lists of numbers (or other objects). The objective of this appendix is
not to teach linear algebra, but rather to provide examples of how the various
techniques you have learned are used in doing proofs in this subject. You
will also see how to read and understand such written proofs as they might
appear in a textbook or other mathematical literature. It is assumed that the
reader is familiar with the basic notions of vectors and matrices; however, the
material in this appendix is completely self-contained.

B.1 EXAMPLES FROM VECTORS

An n-vector x = (x1, . . . , xn), also called a vector, is an ordered list of n real
numbers. The positive integer n is the dimension of the vector, and, for
each i = 1, . . . , n, the number xi is called component i of x. For example,

251
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x = (3, 2)
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Fig. B.1 Visualizing a vector as a point and as an arrow.

the following 2-vector consists of the two components x1 = 3 and x2 = 2:

x = (x1, x2) = (3, 2).

You can picture a vector in 2 dimensions as a point in the plane or as an
arrow in the plane whose tail is located at the origin of the coordinate system
and whose head is at the components of the vector (see Figure B.1).

Notationally, the set of all n-vectors is written Rn. One particular vector
that arises frequently is the zero vector, written 0 = (0, . . . , 0), whose di-
mension is understood from the context in which the vector is used. It is also
possible to compare two vectors of the same dimension for equality, as follows.

Definition 45 Two n-vectors x = (x1, . . . , xn) and y = (y1, . . . , yn) are
equal, written x = y, if and only if, for each component i = 1, . . . , n, xi = yi.

You can create new vectors from existing vectors. For example, given the
n-vectors x = (x1, . . . , xn) and y = (y1, . . . , yn) and the real number t (also
called a scalar), you can create the following n-vectors:

x± y = (x1 ± y1, . . . , xn ± yn)
tx = (tx1, . . . , txn).

One other operation that arises in many applications is the dot product of
two n-vectors x and y, written x ry, which is the following scalar:

x ry = x1y1 + · · ·+ xnyn.

The foregoing operations satisfy the properties in Table B.1, many of which
you are asked to prove in the exercises at the end of this appendix.

Another property of n-vectors that is useful in solving certain problems
is now defined. Specifically, the two vectors in Figure B.2 open up properly,
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(a) x + y = y + x (b) (x + y) + z = x + (y + z)

(c) x + 0 = 0 + x = x (d) x + (−x) = 0

(e) t(ux) = (tu)x (f) t(x + y) = (tx) + (ty)

(g) (t + u)x = (tx) + (ux) (h) 1x = x

(i) 0x = 0 (j) x ry = y rx

(k) x r(y + z) = (x ry) + (x rz) (l) t(x ry) = (tx) ry = x r(ty)

Table B.1 Properties of operations for n-vectors x, y, and z and scalars t and u.

whereas those in Figure B.3 do not. A formal definition of when a collection
of n-vectors opens up properly follows.

Definition 46 The n-vectors x1, . . . ,xk are linearly independent if and
only if, for all real numbers t1, . . . , tk for which t1x

1+· · ·+tkx
k = 0, it follows

that t1 = · · · = tk = 0.

How to Do a Proof

You will now see how the foregoing concepts are used in doing a proof. In
the example that follows, pay particular attention to how the form of the
statement under consideration suggests the technique to use.

Proposition 39 If {x1, . . . ,xk} is a set of k linearly independent n-vectors,
then any nonempty subset contains linearly independent vectors.

Fig. B.2 Examples of vectors that open up properly.
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Fig. B.3 Examples of vectors that do not open up properly.

Analysis of Proof. Recognizing the keywords “(for) any” in the conclusion,
it is reasonable to begin with the choose method (see Chapter 5). Accordingly,
after identifying in the for-all statement the objects (nonempty subsets of the
vectors), the certain property (none), and the something that happens (the
vectors are linearly independent), you should choose

A1: A nonempty subset S of the vectors {x1, . . . ,xk},
for which you must show that

B1: The vectors in S are linearly independent.

Before working forward from A1 and backward from B1, you need a notational
method to represent the vectors in the chosen set S. There are various ways
to do so, for example:

1. Let j with 1 ≤ j ≤ k be the number of vectors in the chosen sub-
set, which is then denoted by S = {xi1 , . . . ,xij}, where i1, . . . , ij are j
different elements of {1, . . . , k}.

2. Let j with 1 ≤ j ≤ k be the number of vectors in the chosen sub-
set, which is then denoted by S = {y1, . . . ,yj}, where y1, . . . ,yj are j
different elements of {x1, . . . ,xk}.

3. Let ∅ 6= I ⊆ {1, . . . , k} with corresponding vectors S = {xi}i∈I .

Here, the first approach is used, and, to simplify the notation further, observe
that, whatever the number j of vectors in the chosen set, there are many
possible choices for the vectors that could be in the set S. For example, if
k = 3 and j = 2, then S could be any of the following sets of vectors:

S = {x1, x2} or S = {x1, x3} or S = {x2, x3}.
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Recognizing the keywords “either/or” in the forward process, you can now
proceed by cases, depending on which vectors are in S. For notational con-
venience, only the case in which S = {x1, . . . ,xj} is used for doing the proof,
with the understanding that the proof for the other cases is similar in spirit.
In summary, using this specific notation, you have chosen

A2: An integer j with 1 ≤ j ≤ k and S = {x1, . . . ,xj},
for which it must now be shown that B1 is true.

A key question associated with B1 is, “How can I show that some vectors
(namely, x1, . . . ,xj) are linearly independent?” Using Definition 46 to answer
this question, you must now show that

B2: For all scalars t1, . . . , tj such that t1x
1 + · · ·+ tjx

j = 0, it
follows that t1 = · · · = tj = 0.

Recognizing the keywords “for all” in the backward statement B2, you should
now use the choose method to choose

A3: Real numbers s1, . . . , sj such that s1x
1 + · · ·+ sjx

j = 0,

for which you must show that

B3: s1 = · · · = sj = 0.

To do so, work forward from the hypothesis that the vectors x1, . . . ,xk are
linearly independent, which by Definition 46 means that

A4: For all scalars t1, . . . , tk for which t1x
1 + · · ·+ tkx

k = 0, it
follows that t1 = · · · = tk = 0.

Recognizing the keywords “for all” in the forward statement A4, you should
now use specialization (see Chapter 6). To do so, you can use the specific
values of s1, . . . , sj from A3 for t1, . . . , tj in A4, but what specific values should
you use for tj+1, . . . , tk? The answer is 0. Recall that, before you can specialize
A4 to t1 = s1, . . . , tj = sj , tj+1 = 0, . . . , tk = 0, you must verify that these
values satisfy the certain property in A4—namely, that t1x

1 + · · ·+ tkx
k = 0.

However, this is true because

t1x
1 + · · ·+ tkx

k = t1x
1 + · · ·+ tjx

j + tj+1x
j+1 + · · ·+ tkx

k

= s1x
1 + · · ·+ sjx

j + 0xj+1 + · · ·+ 0xk

= s1x
1 + · · ·+ sjx

j (from (i) and (c) in Table B.1)
= 0 (from A3).

Having verified the certain property in A4, the result of specialization is the
something that happens in A4 for the values t1 = s1, . . . , tj = sj ,
tj+1 = 0, . . . , tk = 0, resulting in

A5: s1 = · · · = sj = 0.

Because A5 is the same as B3, the proof is now complete.
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Proof of Proposition 39. Let S be any subset of the vectors x1, . . . ,xk

and, without loss of generality, assume that S = {x1, . . . ,xj}. (The words
“without loss of generality” indicate that a proof by cases is used and the
remaining cases are left for the reader to verify.) To see that the vectors in S
are linearly independent, let s1, . . . , sj be scalars with s1x

1 + · · ·+ sjx
j = 0.

(The word “let” here indicates that the choose method is used.) It must be
shown that s1 = · · · = sj = 0. However, this follows from the hypothe-
sis that the vectors x1, . . . ,xk are linearly independent, which by definition
means that, for all real numbers t1, . . . , tk for which t1x

1 + · · ·+ tkx
k = 0,

it follows that t1 = · · · = tk = 0. In particular, for t1 = s1, . . . , tj = sj ,
tj+1 = 0, . . . , tk = 0, you have that t1x

1 + · · · + tkx
k = 0, and so each

ti = 0; that is, s1 = · · · = sj = 0, thus completing the proof. (The words “In
particular” here indicate that specialization is used.)

A summary of suggestions on how to do a proof is given at the end of this
appendix. Now you will see how to read a proof.

How to Read a Proof

Reading proofs can be challenging because the author does not always refer to
the techniques by name, several steps may be combined in a single sentence
with little or no justification, and the steps of a proof are not necessarily
presented in the order in which they were performed when the proof was
done. To read a proof, you have to reconstruct the author’s thought processes.
Doing so requires that you identify which techniques are used and how they
apply to the particular problem. The next example demonstrates how to do
so.

Proposition 40 If x1, . . . ,xk are k linearly independent n-vectors and x is
an n-vector for which there do not exist real numbers t1, . . . , tk such that
x = t1x

1+· · ·+tkx
k, then the n-vectors x1, . . . ,xk, x are linearly independent.

Proof of Proposition 40. (For reference purposes, each sentence of the
proof is written on a separate line.)

S1: To show that x1, . . . ,xk, x are linearly independent, let
s1, . . . , sk, s be scalars for which s1x

1 + · · ·+ skx
k + sx = 0.

S2: It is first shown that s = 0, for suppose not.

S3: Then s1, . . . , sk satisfy x = −1
s

(
s1x

1 + · · ·+ skx
k
)
, but this

contradicts the hypothesis that there do not exist real numbers
t1, . . . , tk such that x = t1x

1 + · · ·+ tkx
k.

S4: To see that s1 = · · · = sk = 0, note now that, because s = 0,
s1x

1 + · · ·+ skx
k = 0.
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S5: But then the hypothesis that x1, . . . ,xk are linearly indepen-
dent ensures that s1 = · · · = sk = 0.

The proof is now complete.

Analysis of Proof. An interpretation of statements S1 through S5 follows.

Interpretation of S1: To show that x1, . . . ,xk, x are linearly independent,
let s1, . . . , sk, s be scalars for which s1x

1 + · · ·+ skx
k + sx = 0.

The reason you may find this sentence challenging to understand is that
the author has not mentioned which technique is used to begin the proof. To
determine this, ask yourself which technique you would use to get started.
The keyword “no” appears in the hypothesis, so you might consider using the
contradiction or contrapositive methods (see Chapters 9 and 10). If this is
what the author is doing, then it should be assumed that B is not true; that is,
that the n-vectors x1, . . . ,xk, x are not linearly independent. Rereading S1,
you can see that this is not the case. In fact, the author is using the forward-
backward method (without telling you). Working backward, a key question
associated with the conclusion is, “How can I show that some vectors (namely,
x1, . . . ,xk, x) are linearly independent?” The author then uses Definition 46
to answer this question, so it must be shown that

B1: For all scalars s1, . . . , sk, s with s1x
1 + · · ·+skx

k +sx = 0,
it follows that s1 = · · · = sk = s = 0.

Recognizing the keywords “for all” in the backward statement B1, the author
uses the choose method (see Chapter 5) to choose

A1: Scalars s1, . . . , sk, s with s1x
1 + · · ·+ skx

k + sx = 0,

for which it must be shown that

B2: s1 = · · · = sk = s = 0.

Indeed, the words “. . . let s1, . . . , sk, s be scalars for which s1x
1 + · · ·+skx

k +
sx = 0” in S1 indicate that the author is using the choose method. Accord-
ingly, the author must now show that B2 is true. Rereading the proof, can
you see where and how the author does so?

Interpretation of S2: It is first shown that s = 0, for suppose not.
Here, the author is going to show that s = 0 (and will subsequently also

have to show that s1 = · · · = sk = 0). The words, “. . . for suppose not” in
S2 indicate that the contradiction method (see Chapter 9) is used to do so.
Accordingly, the author assumes that

A2: s 6= 0.

From what the author has written subsequently, can you determine what the
contradiction is?



258 APPENDIX B: EXAMPLES OF PROOFS FROM LINEAR ALGEBRA

Interpretation of S3: Then s1, . . . , sk satisfy x = −1
s

(
s1x

1 + · · ·+ skx
k
)
,

but this contradicts the hypothesis that there do not exist real numbers t1, . . . , tk
such that x = t1x

1 + · · ·+ tkx
k.

The author is working forward from A1 and A2 to reach a contradiction.
Specifically, the author first solves the equation in A1 for sx by subtracting
s1x

1 + · · ·+ skx
k from both sides (see (c) and (d) in Table B.1) to obtain

A3: sx = −
(
s1x

1 + · · ·+ skx
k
)
.

Then, the author divides both sides of the equality in A3 through by the scalar
s, using the fact that s 6= 0 from A2, to obtain:

A4: x = −1
s

(
s1x

1 + · · ·+ skx
k
)
.

At this point, the author claims that A4 is a contradiction of the hypothesis
that there do not exist real numbers t1, . . . , tk such that x = t1x

1 + · · ·+ tkx
k.

This is indeed the case because, in A4, the author has shown that there are
real numbers t1 = −s1/s, . . . , tk = −sk/s that satisfy x = t1x

1 + · · ·+ tkx
k.

Interpretation of S4: To see that s1 = · · · = sk = 0, note now that, because
s = 0, s1x

1 + · · ·+ skx
k = 0.

Recall from B2 that it must also be shown that s1 = · · · = sk = 0, which
is what the author starts to do in S4 and finishes in S5. Here, the author
works forward from A1 using the fact that it has just been shown that s = 0
and properties (i) and (c) from Table B.1 to state that

A5: s1x
1 + · · ·+ skx

k = 0.

Interpretation of S5: But then the hypothesis that x1, . . . ,xk are linearly
independent ensures that s1 = · · · = sk = 0.

It is here that the author completes the choose method by showing, as
required in B2, that s1 = · · · = sk = 0. Can you determine which techniques
the author uses to do so? First, the author works forward from the hypothesis
that x1, . . . ,xk are linearly independent using Definition 46, so

A6: For all scalars t1, . . . , tk for which t1x
1 + · · ·+ tkx

k = 0, it
follows that t1 = · · · = tk = 0.

Recognizing the keywords “ for all” in the forward statement A6, the author
uses specialization (see Chapter 6). That is, the author specializes A6 with
t1 = s1, . . . , tk = sk. According to specialization, it is necessary to verify that
these special values for t1, . . . , tk satisfy the certain property in A6; namely,
s1x

1 + · · ·+ skx
k = 0. The author, however, leaves it to you to notice that

this is true (see A5). The result of specialization in this case, as stated by the
author in S5, is that

A7: s1 = · · · = sk = 0.

This completes the choose method and the entire proof.
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B.2 EXAMPLES FROM MATRICES

An (m× n) matrix A (read as “an m by n matrix A”) is a rectangular table
of real numbers organized in m rows and n columns. The dimensions of A
are the values of m and n. The number in row i (1 ≤ i ≤ m) and column
j (1 ≤ j ≤ n) of A is called element Aij of the matrix. The following is an
example of a (2 × 3) matrix:

A =

[
2 −3 1
0 4 −2

]

.

The set of all (m× n) matrices is denoted here by Rm×n.
You can think of an (m×n) matrix A as an ordered collection of either its

n columns (in which column j is denoted here as A∗j) or its m rows (in which
row i is denoted here as Ai∗), as follows:

A =

columns
︷ ︸︸ ︷




↑ ↑ · · · ↑
A∗1 A∗2 · · · A∗n

↓ ↓ · · · ↓



 =








← A1∗ →
← A2∗ →
...

...
...

← Am∗ →














rows.

You can think of an n-vector x = (x1, . . . , xn) as a column vector—that
is, as the following (n× 1) matrix:

x =








x1

x2

...
xn








.

Alternatively, you can think of an n-vector x = (x1, . . . , xn) as a row vec-
tor—that is, as the following (1 × n) matrix denoted by xt to differentiate
the row vector from the column vector:

xt = [x1, x2, . . . , xn].

Several special matrices arise repeatedly. One is the zero matrix, denoted
by 0 , in which each element is 0 and whose dimensions are understood from
the context. Another special matrix is the identity matrix, consisting of
n rows and n columns of zeros, except for ones along the diagonal (from the
upper left to the lower right):

I =








1 0 . . . 0
0 1 . . . 0
...

...
. . .

...
0 0 . . . 1








.
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It is possible to compare two matrices of the same dimensions for equality,
as follows.

Definition 47 Two (m×n) matrices A and B are equal, written A = B, if
and only if, for all i = 1, . . . , m and j = 1, . . . , n, Aij = Bij .

You can create new matrices from existing matrices. For example, given
(m× n) matrices A and B and a real number t:

A± B = the (m× n) matrix in which (A± B)ij = Aij ±Bij

tA = the (m× n) matrix in which (tA)ij = tAij

At = the (n ×m) matrix in which (At)ji = Aij.

The foregoing matrix At is called the transpose of the matrix A.
One other operation that arises in many applications is matrix multipli-

cation. The result of multiplying the matrices A and B is the matrix AB in
which the element in row i and column j is the dot product of row i of A and
column j of B; that is,

(AB)ij = Ai∗ rB∗j .

In order to be able to compute the foregoing dot product, the dimension of
the vector Ai∗ must be the same as that of the vector B∗j ; that is, the number
of columns of A must be the same as the number of rows of B. In summary,
it is only possible to multiply a matrix A by a matrix B if A ∈ Rm×p and
B ∈ Rp×n, in which case, AB ∈ Rm×n and

(AB)ij = Ai∗ rB∗j for all i = 1, . . . , m and j = 1, . . . , n.

The foregoing matrix operations satisfy the properties in Table B.2, many of
which you are asked to prove in the exercises at the end of this appendix.

One of the most important problems that arises in applications of linear
algebra is that of solving n linear equations in n unknowns, which is stated
in matrix notation as follows:

Problem of Solving Ax = b: Given an (n× n) matrix A and a (column)
n-vector b, find a (column) n-vector x such that Ax = b.

For a given n-vector b, there may be no n-vector x for which Ax = b, exactly
one n-vector x for which Ax = b, or infinitely many n-vectors x for which
Ax = b. As you will see shortly, the following property on the matrix A
ensures that there is exactly one solution to this problem.

Definition 48 An (n×n) matrix A is invertible (also called nonsingular)
if and only if there is an (n × n) matrix C such that AC = CA = I (the
(n× n) identity matrix).
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(a) A + B = B + A (b) (A + B) + C = A + (B + C)

(c) A + 0 = 0 + A = A (d) A− A = 0

(e) 0− A = −A (f) s(A + B) = sA + sB

(g) s(A − B) = sA − sB (h) (s + t)A = sA + tA

(i) (s− t)A = sA − tA (j) s(tA) = (st)A

(k) 0A = 0 (l) s0 = 0

(m) A(B ± C) = AB ±AC (n) (A± B)C = AC ±BC

(o) (AB)C = A(BC) (p) s(AB) = (sA)B = A(sB)

(q) IA = A and BI = B (r) 0A = 0 and B0 = 0

Table B.2 Properties of operations for the real numbers s and t and the matrices

A, B, C, 0 , I whose dimensions allow the operations to be performed.

How to Do a Proof

The following proposition provides a condition under which it is possible to
solve uniquely a system of n linear equations in n unknowns and illustrates
how to do a proof involving matrices. Pay particular attention to how the
form of the statement under consideration suggests the technique to use.

Proposition 41 If A is an (n×n) invertible matrix, then, for every n-vector
b, there is a unique n-vector x such that Ax = b.

Analysis of Proof. Recognizing “for every” as the first keywords in the
conclusion, it is reasonable to begin with the choose method (see Chapter 5).
Accordingly, you should choose

A1: An n-vector b,

for which you must show that

B1: There is a unique n-vector x such that Ax = b.

Recognizing the keywords “unique” in B1, you should now use the backward
uniqueness method (see Section 11.1). Accordingly, the first step is to con-
struct the desired object in B1—namely, an n-vector x such that Ax = b.

Turning to the forward process to do so, because A is invertible, by Defi-
nition 48 you know that

A2: There is an (n× n) matrix C such that AC = CA = I.
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This matrix C is used to construct the desired n-vector b in B1. To see how,
look at the property you want b to satisfy in B1—namely, that

Ax = b. (B.1)

You can “undo” the matrix A on the left of (B.1) by multiplying both sides
on the left by the matrix C from A2. Doing so, you obtain

C(Ax) = Cb

(CA)x = Cb (property (o) in Table B.2)

Ix = Cb (property of C in A2)

x = Cb (property (q) in Table B.2). (B.2)

From (B.2), you have now constructed

A3: The n-vector x = Cb.

According to the construction method, it must be shown that the value of x
in A3 satisfies the property of Ax = b in B1. This is true because

Ax = A(Cb) (constructed value of x in A3)
= (AC)b (property (o) in Table B.2)
= Ib (property of C in A2)
= b (property (q) in Table B.2).

It remains from B1 to address the uniqueness of x. Here, the direct unique-
ness method is used. Accordingly, you should now assume that

A4: There is an n-vector y such that Ay = b.

To establish the uniqueness of x, you must use A3 and A4 to show that

B2: x = y.

To do so, from A3 and A4, you know that Ax = b and Ay = b, so

A5: Ax = Ay.

Using the matrix C to “undo” A in A5 by multiplying C on both sides of A5,
you have

C(Ax) = C(Ay)
(CA)x = (CA)y (property (o) in Table B.2)

Ix = Iy (property of C in A2)
x = y (property (q) in Table B.2)

This final equality establishes B2, and so the proof is now complete.

In the proof that follows, note that the techniques are not referenced by
their names and no explanation is given for how the vector x is constructed.
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Also, the steps using the properties of matrix operations are performed with-
out justification.

Proof of Proposition 41. It is first shown that there is an n-vector x
such that Ax = b. To that end, from the hypothesis that A is invertible, by
definition, there is an (n×n) matrix C such that AC = CA = I. Constructing
x = Cb, it is easy to see that Ax = A(Cb) = (CA)b = Ib = b. To see that
this value of x is unique, suppose that the n-vector y also satisfies Ay = b.
You would then have

C(Ax) = C(Ay)
(CA)x = (CA)y

Ix = Iy
x = y.

The fact that x = y shows that the value of x = Cb is unique and completes
the proof.

A summary of how to do proofs is given at the end of this appendix. Now it
is time to see how to read a proof.

How to Read a Proof

It is now proved that, if every system of linear equations associated with an
(n × n) matrix A is uniquely solvable, then the columns of A are linearly
independent.

Proposition 42 If A is an (n × n) matrix such that, for every n-vector b,
there is a unique n-vector x such that Ax = b, then the columns of A are
linearly independent n-vectors.

Proof of Proposition 42. (For reference purposes, each sentence of the
proof is written on a separate line.)

S1: To see that the columns of A are linearly independent, let
t1, . . . , tn be real numbers such that A∗1t1 + · · ·+ A∗ntn = 0.

S2: Letting t be the column vector whose components are
t1, . . . , tn, you then have from the hypothesis that x = t is
the only solution to Ax = 0.

S3: However, because A0 = 0, it must be that t = 0; that is,
t1 = 0, . . . , tn = 0.

The proof is now complete.

Analysis of Proof. An interpretation of statements S1 through S3 follows.
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Interpretation of S1: To see that the columns of A are linearly independent,
let t1, . . . , tn be real numbers such that A∗1t1 + · · ·+ A∗ntn = 0.

The reason you may find this sentence challenging to understand is that
the author has not mentioned which technique is used to begin the proof. To
determine this, ask yourself which technique you would use to get started.
The keyword “for every” appears in the hypothesis, so you might consider
using specialization. The author does use specialization, but not to begin the
proof. Rather, the author is using the forward-backward method (without
telling you). Working backward, a key question associated with the conclusion
is, “How can I show that some vectors (namely, A∗1, . . . , A∗n) are linearly
independent?” The author then uses Definition 46 to answer this question, so
it must be shown that

B1: For all real numbers t1, . . . , tn for which A∗1t1 + · · · +
A∗ntn = 0, it follows that t1 = · · · = tn = 0.

Recognizing the keywords “for all” in the backward statement B1, the author
uses the choose method to choose

A1: Real numbers t1, . . . , tn for which A∗1t1 + · · ·+A∗ntn = 0,

for which it must be shown that

B2: t1 = · · · = tn = 0.

Indeed, the words “. . . let t1, . . . , tn be real numbers such that . . .” in S1
indicate that the choose method is used.

Interpretation of S2: Letting t be the column vector whose components are
t1, . . . , tn, you then have from the hypothesis that x = t is the only solution
to Ax = 0.

The words “. . . from the hypothesis” in S2 indicate that the author is now
working forward. Can you explain how the author does so? The answer is
that the author uses specialization (see Chapter 6) because the keywords “for
every” appear in the hypothesis in the statement that, for every n-vector b,
there is a unique n-vector x such that, Ax = b. Accordingly, the author
specializes this for-all statement to the specific value b = 0, which is an
n-vector, to obtain the statement:

A2: There is a unique n-vector x (= t) such that Ax = 0.

Interpretation of S3: However, because A0 = 0, it must be that t = 0; that
is, t1 = 0, . . . , tn = 0.

The author recognizes the keyword “unique” in the forward statement A2
and so uses the forward uniqueness method (see Section 11.1). Accordingly,
the author identifies two n-vectors that solve the system of linear equations—
namely, x = 0 (because A0 = 0 from property (r) in Table B.2) and x = t
(see A2). Because from A2 there is a unique solution to this system of linear
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equations, by the forward uniqueness method, it must be the case that the
two solutions t and 0 are the same; that is,

A3: t = 0.

Working forward from A3, using the definition of what it means for the two
n-vectors t and 0 to be equal, it follows that

A4: t1 = 0, . . . , tn = 0.

The proof is now complete because A4 is the same as B2.

Summary

Creating proofs is not a precise science. Some general suggestions are provided
here. When trying to prove that “A implies B,” consciously choose a tech-
nique based on keywords that appear in A and B. For example, if the quan-
tifiers “there is” and “for all” appear, then consider using the corresponding
construction, choose, induction, and specialization methods. If no keywords
are apparent, then it is probably best to proceed with the forward-backward
method. Remember that, as you proceed through a proof, different techniques
are needed as the form of the statement under consideration changes. If you
are unsuccessful at completing a proof, there are several avenues to pursue
before giving up. You might try asking yourself why B cannot be false, thus
leading you to the contradiction (or contrapositive) method. If you are really
stuck, it can sometimes be advantageous to leave the problem for a while
because, when you return, you might see a new approach. Undoubtedly, you
will learn many tricks of your own as you solve more and more problems.

Reading proofs can be challenging because the author does not always refer
to the techniques by name, several steps may be combined in a single sentence
with little or no justification, and the steps of a proof are not necessarily
presented in the order in which they were performed when the proof was done.
To read a proof, you have to reconstruct the author’s thought processes. Doing
so requires that you identify which techniques are used and how they apply
to the particular problem. Begin by trying to determine which technique
is used to start the proof. Then try to follow the methodology associated
with that technique. Watch for quantifiers to appear, for then it is likely that
the corresponding construction, choose, induction, and specialization methods
are used. The inability to follow a particular step of a written proof is often
because of the lack of sufficient detail. To fill in the gaps, learn to ask yourself
how you would proceed to do the proof. Then try to see if the written proof
matches your thought process.
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Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

Note: All proofs should contain an analysis of proof and a condensed version.
Definitions for all mathematical terms are provided in the glossary at the end
of the book.

W B.1 Suppose you are trying to prove each of the properties in Table B.1.

a. “How can I show that two n-vectors are equal?” is a valid key question
for all of the properties in Table B.1 except three. Identify those three
properties and state an associated key question that is valid for those
three properties.

b. What is a key answer to the key question in quotation marks in part (a)?
Apply this key answer to the specific problem of trying to prove that,
for n-vectors x and y, x + y = y + x, and thus create a new statement
B1 in the backward process.

c. Based on your answer to part (b), which proof technique would you use
next and why? Illustrate how this technique would be applied to the
statement B1 in part (b).

W B.2 Prove property (a) in Table B.1 that, if x and y are n-vectors, then
x + y = y + x.

B.3 Prove property (b) in Table B.1 that, if x, y, and z are n-vectors, then
(x + y) + z = x + (y + z).

W B.4 Write an analysis of proof that corresponds to the following condensed
proof. Indicate which techniques are used and how they are applied. Fill in
the details of any missing steps where appropriate.

Proposition. If x and y are n-vectors and t is a real number,
then t(x + y) = tx + ty. (Property (f) in Table B.1.)

Proof. Let i be an integer with 1 ≤ i ≤ n. Then,

[t(x + y)]i = t(x + y)i = t(xi + yi) = txi + tyi = (tx + ty)i.

It now follows that t(x + y) = tx + ty, and so the proof is
complete.

B.5 Write an analysis of proof that corresponds to the following condensed
proof. Indicate which techniques are used and how they are applied. Fill in
the details of any missing steps where appropriate.
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Proposition. If x1, . . . ,xk are linearly independent n-vectors
and x is an n-vector for which there are real numbers t1, . . . , tk
such that x = t1x

1 + · · ·+ tkx
k, then the numbers t1, . . . , tk

are unique.

Proof. To see that the numbers t1, . . . , tk are unique, suppose
that the numbers s1, . . . , sk also satisfy x = s1x

1 + · · ·+ skx
k.

You would then have

x = s1x
1 + · · ·+ skx

k = t1x
1 + · · ·+ tkx

k.

But then (s1 − t1)x
1 + · · · + (sk − tk)xk = 0. However, be-

cause x1, . . . ,xk are linearly independent, it now follows that
s1 = t1, . . . , sk = tk. It has thus been established that t1, . . . , tk
are the unique numbers such that x = t1x

1 + · · ·+ tkx
k, com-

pleting the proof.

B.6 Prove that, if x and y are nonzero n-vectors for which x ry = 0, then
x and y are linearly independent.

W B.7 Write what it means for the n-vectors x1, . . . ,xk to be linearly de-
pendent—that is, not linearly independent.

W B.8 Use the definition in Exercise B.7 to prove that, if x1, . . . ,xk are n-
vectors, then x1, . . . ,xk, 0 are linearly dependent.

B.9 Use the definition in Exercise B.7 to prove that, if x1, . . . ,xk are linearly
dependent n-vectors, then for any n-vector x, the n-vectors x1, . . . ,xk, x are
linearly dependent.

WB.10 Suppose you are trying to prove all of the properties in Table B.2.

a. What is a key question that is common to all of these properties?

b. What is a key answer to your question in part (a)? Apply this answer
to the specific problem of trying to prove that, for (m× n) matrices A
and B, A + B = B + A and thus create a new statement B1 in the
backward process.

c. Based on your answer to part (b), which proof technique would you use
next and why? Illustrate how this technique would be applied to the
statement B1 in part (b).

W B.11 Prove property (a) in Table B.2 that, if A and B are (m×n) matrices,
then A + B = B + A.

B.12 Prove property (b) in Table B.2 that, if A, B, and C are (m × n)
matrices, then (A + B) + C = A + (B + C).
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B.13 Prove that, if A is an (n×n) invertible matrix, then there is a unique
(n× n) matrix C such that AC = CA = I.

W B.14 Write an analysis of proof that corresponds to the following condensed
proof. Indicate which techniques are used and how they are applied. Fill in
the details of any missing steps where appropriate.

Proposition. If A, B, and C are matrices for which you can
perform the following operations, then A(B +C) = AB +AC.
(Property (m) in Table B.2.)

Proof. Let i and j be integers with 1 ≤ i ≤ m and 1 ≤ j ≤ n.
Then,

[A(B + C)]ij = Ai∗ r(B + C)∗j = (Ai∗ rB∗j) + (Ai∗ rC∗j)
= (AB)ij + (AC)ij = (AB + AC)ij.

It now follows that A(B + C) = AB + AC, and so the proof is
complete.

B.15 Write an analysis of proof that corresponds to the following condensed
proof. Indicate which techniques are used and how they are applied. Fill in
the details of any missing steps where appropriate.

Proposition. If A and C are (n × n) matrices such that
AC = I and C is invertible, then CA = I.

Proof. Because C is invertible, by definition there is an (n×n)
matrix D such that CD = DC = I. From the hypothesis that
AC = I, you have that

(AC)D = ID or A(CD) = D or AI = D or A = D.

The conclusion follows on multiplying both sides of the last
equality on the left by C and using the fact that CD = I.

B.16 Identify the error in the following proof.

Proposition. If A is an (n × n) matrix with the property
that, for every n-vector b there is a unique n-vector x such
that Ax = b, then A is invertible.

Proof. According to the definition of an invertible matrix, it
is necessary to show that there is an (n × n) matrix C such
that AC = CA = I. To that end, from the hypothesis, for
each j = 1, . . . , n, let column j of C be the unique solution
x to the system of linear equations Ax = I∗j . It then follows
that AC = I because for each column j, (AC)∗j = AC∗j = I∗j .
The proof is now complete.



Appendix C
Examples of Proofs from

Modern Algebra

Modern algebra is the study of numbers and systems of objects that have
properties similar to those of numbers and their operations. The objective of
this appendix is not to teach modern algebra, but rather to provide examples
of how the various techniques you have learned are used in doing proofs in
this subject. You will also see how to read and understand such written
proofs as they might appear in a textbook or other mathematical literature.
It is assumed that the reader is familiar with the basic properties of numbers;
however, the material in this appendix is completely self-contained.

C.1 EXAMPLES FROM THE INTEGERS

The set of integers is denoted by Z = {. . . ,−2,−1, 0, 1, 2, . . .}. From your
previous experience with the integers, you already know about positive and
negative integers, the basic algebraic operations of addition, subtraction,

269



270 APPENDIX C: EXAMPLES OF PROOFS FROM MODERN ALGEBRA

multiplication and division, as well as how to compare such numbers us-
ing <, >, =,≤, and ≥. It is also assumed that you are familiar with all of
the basic properties these operations and comparisons satisfy (for example,
m + n = n + m, (m + n)p = mp + np, and if m ≤ n then −m ≥ −n).

It is also useful to compare the set of integers to other sets of numbers, such
as the rationals, denoted by Q = {p/q : p, q ∈ Z and q 6= 0}. For example,
one difference between the integers and the rationals is that, when you divide
two rational numbers, the result is a rational number (assuming the divisor is
not 0). In contrast, when you divide two integers, the result is not necessarily
an integer. For example, 5/3 is not an integer because, when 5 is divided by
3, there is a remainder of 2. However, sometimes the result of dividing two
integers does result in an integer; for example, 3 divides 18 evenly because 18
= 6(3), thus leaving no remainder. This property is stated in the following
definition.

Definition 49 An integer a divides an integer b, written a|b, if and only if
there is an integer c such that b = ca.

Another property that differentiates the integers from the rationals is that
any nonempty set of positive integers always contains a smallest element. For
example, the smallest element of the following set is 4:

{a ∈ Z : a > 0 and a2 > 10}.

In contrast, the following set of rationals has no smallest element:

{r ∈ Q : r > 0 and r2 > 10}.

This differentiating property of the integers is an axiom (see Chapter 3) that
is assumed to be true and is stated formally as follows.

The Least Integer Principle: Every nonempty set of positive integers
contains a least element.

The Least Integer Principle is a statement that you can assume is true when
doing a proof. Consequently, because the keyword (for) every appears in
the Least Integer Principle, you can use specialization (see Chapter 6) when
working forward from this statement. To do so, identify a specific set of
positive integers, say, M , and show that M 6= ∅. Specialization then allows
you to state that M has a least element. The process of applying specialization
in this way is referred to as “using the Least Integer Principle.”

How to Do a Proof

You will now see how the foregoing concepts are used in proving that long-
hand division works. That is, when you want to divide any integer b by any
integer a ≥ 1, you find the largest number of times q you can divide a into
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b without having qa exceed b, thus leaving a remainder of r, with 0 ≤ r < b.
That is, you would define

q = max{k ∈ Z : ka ≤ b},
r = b − aq = b− a max{k ∈ Z : ka ≤ b}. (C.1)

One primary issue of concern is how do you know that the set in (C.1) has a
largest element? The answer is to use the Least Integer Principle. To do so,
it is necessary to convert the problem of wanting to find the maximum of a
set of integers into an equivalent problem of wanting to find the minimum of
a set of integers. To that end, the next proposition shows that the following
set of integers has a least element (which is the remainder r):

M = {w ∈ Z : w ≥ 0, and there is an integer k such that w = b− ak}.

In the associated proof, pay particular attention to how the form of the state-
ment under consideration suggests the technique to use.

Proposition 43 If a and b are integers with a ≥ 1, then M = {w ∈ Z :
w ≥ 0, and there is an integer k such that w = b− ak} has a least element.

Analysis of Proof. Note that the conclusion contains the hidden keywords
“there is” because you can rewrite the conclusion as follows:

B1: There is an integer r such that r is the least element of M .

Recognizing the keywords “there is” in the backward statement B1, you should
consider using the construction method (see Chapter 4) to produce the desired
integer r. One way to do so is to turn to the forward process and use previous
knowledge (see Section 3.2) in the form of the Least Integer Principle, which
states that

A1: Every nonempty set of positive integers contains a least
element.

Recognizing the keyword “every” in the forward statement A1, you should
consider using specialization (see Chapter 6). If you could specialize A1 to
the set M in the conclusion, then the result would be that M has a least
element, which is precisely B1.

To specialize A1 to the set M in the conclusion, you must verify that
M satisfies the certain property in A1 of being a nonempty set of positive
integers; that is, you must show that

B2: M = {w ∈ Z : w ≥ 0, and there is an integer k with w = b− ak}
is a nonempty set of positive integers.

To show that M is not empty, you must show that

B3: There is an integer k such that w = b− ak ≥ 0.
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Recognizing the keywords “there is” in the backward statement B3, you should
use the construction method to produce the desired value of k. So, what
value of k should you use? Clearly k must be ≥ 0, so what about using
k = 0? In this case you would have w = b − ak = b − a(0) = b, which
works if b ≥ 0. But what if b < 0? In this case, constructing k = b results
in w = b − ak = b − ab = b(1 − a). Recalling from the hypothesis of the
proposition that a ≥ 1, you have b < 0 and 1 − a ≤ 0, so w = b(1− a) ≥ 0,
as desired. In summary, the following proof by cases (see Section 12.1) is
appropriate, depending on whether b ≥ 0 or not.

Case 1: b ≥ 0.
In this case construct k = 0, for then w = b − ak = b ≥ 0, and so B3 is

true.

Case 2: b < 0.
In this case construct k = b, for then w = b − ak = b(1− a) ≥ 0 because

a ≥ 1, and so again B3 is true.

From B2, it remains to show that M is a set of positive integers. The set
M = {w ∈ Z : w ≥ 0, and there is an integer k with w = b− ak} will contain
positive integers except in the case when 0 ∈M . However, in this case 0 is the
least element of M , and so the conclusion is true and the proof is complete.
Here again, you should recognize a proof by cases, depending on whether
0 ∈M or not, as summarized in the following condensed proof, which begins
with this last proof by cases.

Proof of Proposition 43. In the event that 0 ∈ M , then 0 is the least
element of M , and so the proof would be done. You can therefore assume
that 0 6∈ M . In this case the Least Integer Principle ensures the existence of
a least element in M , provided that M 6= ∅; thus, it is necessary to show that

M = {w ∈ Z : w ≥ 0, and there is an integer k with w = b− ak} 6= ∅.

However, you can see that M is not empty because, if b ≥ 0, then w = b ∈M ;
whereas if b < 0, then w = b− ab = b(1− a) ≥ 0 is an element of M . Thus,
in either case, M 6= ∅, and so the proof is complete.

A summary of suggestions on how to do a proof is given at the end of this
appendix. Now you will see how to read a proof.

How to Read a Proof

Reading proofs can be challenging because the author does not always refer to
the techniques by name, several steps may be combined in a single sentence
with little or no justification, and the steps of a proof are not necessarily
presented in the order in which they were performed when the proof was
done (as you just saw in the proof of Proposition 34). To read a proof, you
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have to reconstruct the author’s thought processes. Doing so requires that
you identify which techniques are used and how they apply to the particular
problem. In the next proposition, it is proved that long-hand division works.

Proposition 44 (The Division Algorithm) If a, b ∈ Z with a ≥ 1, then
there are unique integers q and r with 0 ≤ r < a such that b = aq + r.

Proof of Proposition 44. (For reference purposes, each sentence of the
proof is written on a separate line.)

S1: From Proposition 34, the set M = {w ∈ Z : w ≥ 0, and there
is an integer k with w = b− ak} has a least element, say, r.

S2: Because r ∈ M , by definition of M , r ≥ 0, and there is an
integer q such that r = b− aq; that is, b = aq + r.

S3: To see that r < a, suppose not.

S4: Then w = b − a(q + 1) ∈ M because w = b − a(q + 1) =
b− aq − a = r − a ≥ 0.

S5: However, you now have the contradiction that w < r because
a > 0 and so w = b− a(q + 1) = b− aq − a < b− aq = r.

S6: To address the uniqueness of q and r, suppose that m and n
are also integers for which b = am + n and 0 ≤ n < a.

S7: Then b = aq + r = am + n, so a(q −m) = n − r, and also,
from 0 ≤ r < a and 0 ≤ n < a, you have that −a < n− r < a.

S8: It now follows that −a < a(q −m) < a, and so q = m.
S9: Finally, because q = m, you have n− r = 0, so n = r.

The proof is now complete.

Analysis of Proof. An interpretation of statements S1 through S9 follows.

Interpretation of S1: From Proposition 34, the set M = {w ∈ Z : w ≥ 0,
and there is an integer k with w = b− ak} has a least element, say, r.

The reason you may find this sentence challenging to understand is that
the author has not mentioned which technique is used to begin the proof. To
determine this, ask yourself which technique you would use to get started.
Recognizing the keywords “there are” and “unique” in the conclusion should
lead you (and the author) to use a backward uniqueness method (see Section
11.1). Can you figure out whether the author has used the direct or indirect
uniqueness method? In either case, the first step is to use the construction
method to produce the integers q and r. Can you determine how the author
does so? Reading S1, perhaps you can see that the author uses the previous
knowledge (see Section 3.2) of Proposition 34 to

A1: Construct r as the least element of the set M = {w ∈ Z :
w ≥ 0, and there is an integer k with w = b− ak}.

The author must still construct q and show that r and q have the desired
properties in the conclusion of the proposition.
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Interpretation of S2: Because r ∈M , by definition of M , r ≥ 0, and there
is an integer q such that r = b− aq; that is, b = aq + r.

Here the author works forward from the fact that r ∈M , which by defini-
tion of M means

A2: r ≥ 0, and there is an integer q such that r = b− aq.

From A2, you can see that the author has also constructed the value of q.
According to the construction method, it is necessary to show that r and q
have the desired properties in the conclusion; namely,

B1: 0 ≤ r < a and b = aq + r.

From A2, you can see that r ≥ 0 and q satisfies r = b − aq, which you can
rewrite as b = aq + r. Looking at B1, it remains to show that

B2: r < a.

This is precisely what S3 is about.

Interpretation of S3: To see that r < a, suppose not.
The words “suppose not” in S3 indicate that the author is going to show

B2 by using the contradiction method (see Chapter 9). Accordingly, you can
assume that

A3 (NOT B2): r ≥ a.

To determine what the contradiction is, read ahead in the proof.

Interpretation of S4: Then w = b−a(q+1) ∈ M because w = b−a(q+1) =
b− aq − a = r − a ≥ 0

This sentence is challenging to understand unless you keep in mind that
the author is trying to reach a contradiction. Evidently, the value of w =
b − a(q + 1) in S4 is helpful in reaching that contradiction. However, unless
you have read ahead to determine the contradiction, for now all you can do
is verify that the author is correct in stating that

A4: w = b− a(q + 1) ∈M .

To see that this value of w is in M , by definition of M it must be shown that
w ≥ 0 and there is an integer k such that w = b− ak. From A4, it is easy to
see that k = q + 1, so the author does not mention this. However, the author
does note in S4 that w ≥ 0, which is true because

w = b− a(q + 1) (from A4)
= b− aq − a (algebra)
= r − a (from A2)
≥ 0 (from A3).

It remains to understand how the value of w in A4 is used to reach a contra-
diction.



C.1 EXAMPLES FROM THE INTEGERS 275

Interpretation of S5: However, you now have the contradiction that w < r
because a > 0 and so w = b− a(q + 1) = b− aq − a < b− aq = r.

Here, the author reaches the contradiction that w < r. Can you see why
this is a contradiction? The answer is that, if w < r, then w would be a
smaller element of M (see A4) than r, which is the smallest element of M
(see A1). In S5 the author provides the following justification that w < r:

w = b− a(q + 1) (from A4)
= b− aq − a (algebra)
< b− aq (a > 0 from the hypothesis)
= r (from A2).

This completes the construction of the integers q and r. To finish the proof,
the author must now address the issue of the uniqueness of these two numbers.

Interpretation of S6: To address the uniqueness of q and r, suppose that
m and n are also integers for which b = am + n and 0 ≤ n < a.

The author is using the direct uniqueness method (see Section 11.1). Ac-
cordingly, in addition to the already-constructed integers q and r that have
been shown to satisfy the following properties:

A5:
A6:

0 ≤ r < a
b = aq + r,

the author correctly assumes that m and n are also integers that satisfy

A7:
A8:

0 ≤ n < a
b = am + n.

According to the direct uniqueness method, the author must show that

B3: m = q and n = r.

Can you see where and how the author establishes that B3 is true?

Interpretation of S7: Then b = aq + r = am +n, so a(q−m) = n− r, and
also, from 0 ≤ r < a and 0 ≤ n < a, you have that −a < n− r < a.

The author is working forward from A6 and A8 to claim correctly that

A9: aq + r = am + n.

Subtracting am and r from both sides of A9 results in

A10: a(q −m) = n− r.

Likewise, the author works forward from A5 and A7 by algebra to state cor-
rectly that

A11: −a < n− r < a.

The foregoing forward steps should be helpful in showing that B3 is true.



276 APPENDIX C: EXAMPLES OF PROOFS FROM MODERN ALGEBRA

Interpretation of S8: It now follows that −a < a(q−m) < a, and so q = m.
The author continues to work forward and, in fact, establishes that q = m,

as needed in B3. Specifically, the author replaces n− r in A11 with a(q−m)
from A10 to claim that

A12: −a < a(q −m) < a.

Without telling you, the author then divides A12 through by a > 0 (see the
hypothesis) to obtain

A13: −1 < q −m < 1.

Finally, the author realizes, without telling you, that the only integer strictly
between −1 and 1 is 0; thus,

A14: q −m = 0; that is, q = m.

To establish B3, it still remains to show that r = n.

Interpretation of S9: Finally, because q = m, you have n−r = 0, so n = r.
It is here that the author establishes that r = n and thus that B3 is true.

Can you determine how the author reaches the conclusion that r = n? The
answer is that the author works forward by substituting q−m = 0 from A14
in A10 to obtain

A15: a(0) = n − r; that is, 0 = n− r; therefore r = n.

Having established that B3 is true, the direct uniqueness method and hence
the whole proof are now complete.

A summary of how to read proofs is given at the end of this appendix.

C.2 EXAMPLES FROM GROUPS

One accomplishment of modern algebra is the development of a mathematical
framework that enables one to study not only numbers but also many other
mathematical objects—such as functions (see Appendix A) and vectors and
matrices (see Appendix B)—that have operations with properties similar to
those of numbers. The approach for doing so is to replace the set Z of integers
with a set G of general objects (which could be functions, vectors, or matrices,
for example). It is also necessary to have some way to combine two objects in
G to create a new object in G. To that end, let � be such an operation; that
is, if a, b ∈ G, then a� b is the element in G obtained by combining a and b in
some unspecified way. For each specific set G, it is necessary to specify how
to combine two elements using the operation �, as in the following examples.

Example 1: To study the set of integers under addition, set G = Z and
� = +. You already know how to combine two integers using addition.
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Example 2: To study the set of rational numbers except for 0 under mul-
tiplication, set G = Q − {0} and � = ∗. You already know how to combine
two rational numbers using multiplication.

Example 3: To study (n × n) invertible matrices (see Appendix B) under
matrix multiplication, set G = {A : A is an (n× n) invertible matrix} and
� = ∗. You already know how to multiply two (n × n) matrices.

The operation � has no special properties other than combining two ele-
ments of G. Thus, for a set G with a, b ∈ G and a general operation �, it
may or may not be the case that a� b = b � a. For instance, this commuta-
tive property of � holds for Examples 1 and 2 but not for Example 3. One
property that does hold in all three examples is the following:

For all a, b, c ∈ G, (a � b)� c = a� (b� c). (C.2)

Also, if you examine Examples 1, 2, and 3 carefully, you will see that in
each case there is a special element in G that when combined with any other
element in G results in the original element. That is,

There is an element e ∈ G such that for all a ∈ G, a � e = e� a = a. (C.3)

In Example 1, e = 0; in Example 2, e = 1; and in Example 3, e = I, the
(n× n) identity matrix.

Finally, each of the foregoing three examples also has the property that
each element in the set has a unique inverse element that when combined
with the original element results in e; that is,

For all a ∈ G, there is an a−1 ∈ G such that a� a−1 = a−1 � a = e. (C.4)

In Example 1, a−1 = −a; in Example 2, a−1 = 1/a; and in Example 3, a−1 is
the inverse of the matrix a.

Putting together the properties in (C.2), (C.3), and (C.4), a part of modern
algebra involves studying the following mathematical structure.

Definition 50 Let G be a set and � be an operation on G with the property
that, for all a, b ∈ G, a � b ∈ G. The pair (G,�) is a group if and only if
the following properties hold:

1. (Associative Law) For all a, b, c ∈ G, (a � b)� c = a� (b� c).

2. (Existence of an Identity Element) There is an element e ∈ G such that,
for all a ∈ G, a� e = e� a = a. (e is called the identity element.)

3. (Existence of an Inverse Element) For each a ∈ G, there is an element
a−1 ∈ G such that a � a−1 = a−1 � a = e. (The element a−1 is called
the inverse of a.)
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(a) The identity element e ∈ G is unique.
(b) There is a unique inverse element a−1 ∈ G.
(c) (Left Cancellation Law) If a � b = a� c, then b = c.
(d) (Right Cancellation Law) If b � a = c � a, then b = c.
(e) (Inverse of the Inverse) (a−1)−1 = a.
(f) (Inverse of a Product) (a � b)−1 = b−1 � a−1.

Table C.1 Properties of a group (G,�) for all elements a, b, c ∈ G.

Whenever (G,�) is a group, you know that the three properties in Def-
inition 50 hold. You can therefore work forward by specializing the for-all
statements in each property to appropriate elements of G. This is done here
in many proofs without actually referring to the specialization method. In ad-
dition to the properties in the definition, a group (G,�) satisfies many other
properties, such as those listed in Table C.1, some of which you are asked to
prove in the exercises at the end of this appendix.

Another concept related to a group (G,�) is raising an element a ∈ G to
an integer power; that is, for an integer n ≥ 0:

a0 = e, a1 = a, a2 = a� a, . . . , an = (((a � a) � a) � · · · � a)
︸ ︷︷ ︸

n times

(C.5)

a−n =
(
a−1

)n
. (C.6)

How to Do a Proof

The following proposition is used to illustrate how to do a proof involving a
group. As always, observe how keywords in the statements under considera-
tion suggest what proof technique to use.

Proposition 45 If (G,�) is a group and a ∈ G, then, for all integers m and
n, am � an = am+n.

Analysis of Proof. Recognizing the keywords “for all” in the conclusion,
you might consider using the choose method. However, because the objects
are integers, you can also consider using induction (see Section 11.2). Here,
both methods are used. That is, you can choose

A1: An integer m,

for which you must show that

B1: For all integers n, am � an = am+n .

To use induction now, the statement B1 should be in the form, “For all integers
n ≥ some initial integer, n0, P (n) is true.” What is missing in B1 is the initial
integer, n0. To introduce this initial integer, you can rewrite B1 as follows:



C.2 EXAMPLES FROM GROUPS 279

B2: For all integers n ≥ 0, am � an = am+n , and
for all integers n ≤ 0, am � an = am+n .

Both of the statements in B2 are now proved by induction, in which

P(n): am � an = am+n.

According to the induction method, the first step is to show that P (n) is
true for n = 0; that is, that am � a0 = am+0 = am. But this is clear because

am � a0 = am � e [definition of a0 in (C.5)]
= am [property (2) of e in Definition 50].

The next step of induction is to assume that P (n) is true, so assume that

P(n): am � an = am+n.

You must then show that the statement is true for n + 1; that is, you must
show that

P(n + 1): am � an+1 = am+n+1 .

So, start with the left side of P (n + 1) and try to rewrite it so as to use the
induction hypothesis P (n), as follows (using the fact that n > 0):

am � an+1 = am � (an � a) [definition of an+1 for n > 0 in (C.5)]
= (am � an) � a [property (1) in Definition 50]
= am+n � a [induction hypothesis P (n)].

Rewriting am+n � a to obtain am+n+1 now depends on whether m + n ≥ 0,
so you should proceed by cases.

Case 1: m + n ≥ 0. (It will be shown that am+n � a = am+n+1.)
In this case, by (C.5), it follows that am+n � a = am+n+1 and so P (n + 1)

is true.

Case 2: m + n < 0. (It will be shown that am+n � a = am+n+1.)
In this case you also have that P (n + 1) is true because

am+n � a = (am+n � e)� a [property (2) in Definition 50]
= [(am+n � a)� a−1]� a [properties (1) and (3) in Def. 50]
= (am+n+1 � a−1)� a [from (C.6)]
= am+n+1 � (a−1 � a) [property (1) in Definition 50]
= am+n+1 � e [property (3) in Definition 50]
= am+n+1 [property (2) in Definition 50].

Turning now to the second statement in B2, it has already been shown
that P (n) is true for n = 0. However, because you now want to show that
P (n) is true for all integers n ≤ 0, you should assume that P (n) is true and
show that P (n− 1) is also true. Thus, you should assume that
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P(n): am � an = am+n.

You must show that

P(n – 1): am � an−1 = am+n−1.

So, start with the left side of P (n− 1) and try to rewrite it so as to use the
induction hypothesis P (n), as follows (using the fact that n < 0):

am � an−1 = am � (an−1 � e) [property (2) in Definition 50]
= am � (an−1 � a) � a−1) [properties (1) and (3) in Def. 50]
= am � (an � a−1) [definition of an in (C.6)]
= (am � an) � a−1 [property (1) in Definition 50]
= am+n � a−1 [induction hypothesis P (n)].

Rewriting am+n�a−1 to obtain am+n−1 now depends on whether m+n ≤ 0,
so you should proceed by cases.

Case 1: m + n ≤ 0. (It will be shown that am+n � a−1 = am+n−1.)
In this case, by (C.6), am+n � a−1 = am+n−1 and so P (n + 1) is true.

Case 2: m + n > 0. (It will be shown that am+n � a−1 = am+n−1.)
In this case you have that

am+n � a−1 = (am+n � e) � a−1 [property (2) in Definition 50]
= (am+n � a−1)� a)� a−1 [prop. (3) and (1) in Def. 50]
= (am+n−1 � a)� a−1 [from (C.5)]
= am+n−1 � (a � a−1) [property (1) in Definition 50]
= am+n−1 � e [property (3) in Definition 50]
= am+n−1 [property (2) in Definition 50].

Thus, in this case, P (n + 1) is also true. The proof is now complete because
you have used induction to establish that B2 is true.

Proof of Proposition 45. Let m be an integer. (The word “let” indicates
that the choose method is used.) It will first be shown by induction that,
for every integer n ≥ 0, am � an = am+n. For n = 0, it is clear that
am � a0 = am � e = am. Assume now that am� an = am+n. Then for n + 1,

am � an+1 = am � (an � a)
= (am � an)� a
= am+n � a

=

{
am+n+1 if m + n ≥ 0
(am+n+1 � a−1)� a if m + n < 0

= am+n+1

It remains to show by induction that, for every integer n ≤ 0, am � an =
am+n. The result for n = 0 has already been shown, so assume now that
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am � an = am+n . Then for n − 1, you have

am � an−1 = am � (an � a−1)
= (am � an)� a−1

= am+n � a−1

=

{
am+n−1 if m + n < 0
(am+n−1 � a)� a−1 if m + n ≥ 0

= am+n−1

The proof is now complete.

How to Read a Proof

The next proposition illustrates how to read a proof and uses the following
axiom:

Least Integer Principle: Every nonempty set of positive integers contains
a least element.

Proposition 46 If a is an element of a group (G,�) and r 6= s are integers
for which ar = as, then there is a smallest integer n > 0 such that an = e.

Proof of Proposition 46. (For reference purposes, each sentence of the
proof is written on a separate line.)

S1: The result is established by showing that the set M =
{integers k > 0 : ak = e} is not empty because then the Least
Integer Principle ensures the existence of the integer n.

S2: To see that M 6= ∅, assume without loss of generality that
s > r.

S3: Then because ar = as, it follows that e = as � a−r.

S4: Then from Proposition 36, you have that as�a−r = as−r = e,
and so M 6= ∅.

The proof is now complete.

Analysis of Proof. An interpretation of statements S1 through S4 follows.

Interpretation of S1: The result is established by showing that the set M =
{integers k > 0 : ak = e} is not empty because then the Least Integer Principle
ensures the existence of the integer n.

The reason you may find this sentence challenging to understand is that
the author has not mentioned which technique is used to begin the proof. To
determine this, ask yourself which technique you would use to get started.
Recognizing the keywords “there is” in the conclusion, you should use the
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construction method (see Chapter 4) to produce the desired integer n. From
S1, you can see that the author uses the Least Integer Principle to construct
the integer n as the smallest element of the set M = {integers k > 0 : ak = e}.
Then, recognizing the keywords “for all” in the Least Integer Principle, the
author specializes this statement to the specific set M ; however, to do so, it
is necessary to show that M is a nonempty set of positive integers. Noting
that, by definition, M consists of positive integers, you need only show that

B1: M = {integers k > 0 : ak = e} 6= ∅.

Interpretation of S2: To see that M 6= ∅, assume without loss of generality
that s > r.

The words “without loss of generality” in S2 indicate that the author is
using a proof by cases (see Section 12.1), but can you determine why and
how? To do so, ask yourself how you would prove that M 6= ∅. By definition
of M , you must show that

B2: There is an integer k > 0 such that ak = e.

Recognizing the keywords “there is” in B2 should lead you (and the author) to
use the construction method to produce the desired integer k. Read forward
in the proof to find the value of k the author constructs. You can see in
S4 that the value is k = s − r. Assuming this is the case, according to the
construction method applied to B2, the author must show that k = s− r > 0
and ak = e. Indeed, in S2, the author assumes, “without loss of generality,”
that s > r, so k = s − r > 0, as needed. The only question is, how can the
author assume that s > r? The answer is that the author works forward from
the hypothesis that r 6= s to realize that

A1: Either s > r or r > s.

Recognizing the keywords “either/or” in A1, the author proceeds with a proof
by cases. Here, only the case s > r is shown; the case r > s is left for you to
do on your own. Thus, the author is justified in assuming that s > r.

According to the construction method applied to B2, it remains to show
that, for k = s− r, ak = e.

Interpretation of S3: Then because ar = as, it follows that e = as � a−r.
In trying to establish that ak = as−r = e, the author works forward from

the hypothesis that ar = as using the properties of a group, as follows:

ar = as [hypothesis]
ar � a−r = as � a−r [combine both sides with a−r]

e = as � a−r [Property (3) of Definition 50].

To complete the proof, it remains to show that as � a−r = as−r.
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Interpretation of S4: Then from Proposition 36, you have that as � a−r =
as−r = e, and so M 6= ∅.

The author obtains the desired conclusion that as � a−r = as−r by us-
ing previous knowledge (see Section 3.2). Specifically, the author specializes
Proposition 36 to the integers m = s and n = −r to conclude correctly that

A2: as � a−r = as−r.

The author then mentions in S4 that the proof is now complete, which is
correct because it has been shown that as−r ∈M , and so the set M 6= ∅, thus
allowing the author to apply the Least Integer Principle to M to construct
the desired integer n in the conclusion of the proposition.

Summary

Creating proofs is not a precise science. Some general suggestions are provided
here. When trying to prove that “A implies B,” consciously choose a tech-
nique based on keywords that appear in A and B. For example, if the quan-
tifiers “there is” and “for all” appear, then consider using the corresponding
construction, choose, induction, and specialization methods. If no keywords
are apparent, then it is probably best to proceed with the forward-backward
method. Remember that, as you proceed through a proof, different techniques
are needed as the form of the statement under consideration changes. If you
are unsuccessful at completing a proof, there are several avenues to pursue
before giving up. You might try asking yourself why B cannot be false, thus
leading you to the contradiction (or contrapositive) method. If you are really
stuck, it can sometimes be advantageous to leave the problem for a while
because, when you return, you might see a new approach. Undoubtedly, you
will learn many tricks of your own as you solve more and more problems.

Reading proofs can be challenging because the author does not always refer
to the techniques by name, several steps may be combined in a single sentence
with little or no justification, and the steps of a proof are not necessarily
presented in the order in which they were performed when the proof was done.
To read a proof, you have to reconstruct the author’s thought processes. Doing
so requires that you identify which techniques are used and how they apply
to the particular problem. Begin by trying to determine which technique
is used to start the proof. Then try to follow the methodology associated
with that technique. Watch for quantifiers to appear, for then it is likely that
the corresponding construction, choose, induction, and specialization methods
are used. The inability to follow a particular step of a written proof is often
because of the lack of sufficient detail. To fill in the gaps, learn to ask yourself
how you would proceed to do the proof. Then try to see if the written proof
matches your thought process.
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Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

Note: All proofs should contain an analysis of proof and a condensed version.
Definitions for all mathematical terms are provided in the glossary at the end
of the book.

W C.1 Prove that, if a and b are integers for which a|b, then a|(−b).

C.2 Prove that, if a and b are integers for which a|b and b|a, then a = ±b.

WC.3 Prove that, if a, b, and c are integers for which a|b and a|c, then a|(b+c).

W C.4 Write an analysis of proof that corresponds to the following condensed
proof. Indicate which techniques are used and how they are applied. Fill in
the details of any missing steps where appropriate.

Definition. An integer p > 1 is prime if and only if the only
positive integers that divide p are 1 and p.

Proposition. For any integer a > 1, there are primes p1, . . . , pk

such that a = p1p2 · · ·pk.

Proof. Suppose not; then there is an integer a > 1 such that a
cannot be written as a product of primes. Let b be the first such
integer, which exists by the Least Integer Principle. Because
b is not prime, there are positive integers b1 and b2 with 1 <
b1, b2 < b such that b = b1b2. Because 1 < b1, b2 < b, there are
primes q1, . . . , qm and r1, . . . , rn such that b1 = q1q2 · · · qm and
b2 = r1r2 · · ·rn. But then b = b1b2 = (q1q2 · · ·qm)(r1r2 · · · rn),
which contradicts the statement that b cannot be written as a
product of primes and thus completes the proof.

C.5 Write an analysis of proof that corresponds to the following condensed
proof. Indicate which techniques are used and how they are applied. Fill in
the details of any missing steps where appropriate.

Proposition. If a and b are integers not both 0, then there is
a least positive integer d such that d = ax+ by, where x, y ∈ Z
and d|a and d|b.

Proof. Let M = {ax + by > 0 : x, y ∈ Z}, and note that
a2 + b2 ∈ M because a and b are not both 0, so M 6= ∅. By
the Least Integer Principle, M contains a smallest integer, say,
d = am + bn > 0. It remains to show that d|a and d|b. By the
Division Algorithm (Proposition 35), there are integers q and
r with 0 ≤ r < d such that a = dq + r = (am+ bn)q + r. Thus,
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r = a(1 −mq) + b(−nq) ∈ M , but, because d is the smallest
positive element of M , it must be that r = 0. But then a = dq
and hence d|a. A similar argument shows that d|b.

W C.6 Prove property (a) in Table C.1 that, if e is the identity element of a
group (G,�), then e is the only element in G with the property that, for all
elements a ∈ G, a � e = e� a = a.

C.7 Prove property (b) in Table C.1 that, if a−1 is the inverse of the element
a of a group (G,�), then a−1 is the only element in G with the property that
a� a−1 = a−1 � a = e.

WC.8 Prove property (c) in Table C.1 that, if a, b, and c are elements of a
group (G,�) with the property that a� b = a� c, then b = c.

C.9 Prove property (d) in Table C.1 that, if a, b, and c are elements of a
group (G,�) with the property that b� a = c� a, then b = c.

WC.10 Prove property (e) in Table C.1 that, if a is an element of a group
(G,�), then (a−1)−1 = a.

C.11 Prove property (f) in Table C.1 that, if a and b are elements of a
group (G,�), then (a � b)−1 = b−1 � a−1.

W C.12 Write an analysis of proof that corresponds to the following condensed
proof. Indicate which techniques are used and how they are applied. Fill in
the details of any missing steps where appropriate.

Proposition. If (G,�) is a group and x ∈ G, then H = {xk :
k ∈ Z} together with the operation � from G is a group.

Proof. Note first that the operation � in H combines two
elements of H and produces an element of H . This is because
for a, b ∈ H , there are integers i, j such that a = xi and b = xj.
So, by Proposition 36, a � b = xi � xj = xi+j ∈ H . The
remaining properties of a group are now established for (H,�).

Definition 50 is used to establish that H is a group. To that
end, let a, b, c ∈ H . Then (a � b) � c = a � (b � c) because
a, b, c ∈ G and property (1) of (G,�) being a group.

The identity element of H is the identity element of G, say,
e = x0 ∈ H . This is because, for a ∈ H , you have a � e =
e�a = a from the corresponding property of the group (G,�).

The inverse of xk ∈ H is x−k ∈ H because, by Proposition 36,

xk � x−k = x0 = e and x−k � xk = x0 = e.

The proof is now complete.
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C.13 Write an analysis of proof that corresponds to the following condensed
proof. Indicate which techniques are used and how they are applied. Fill in
the details of any missing steps where appropriate.

Proposition. Let (G,�) be a group with identity element e.
For all elements a, b ∈ G, a � b = b � a if and only if, for all
elements a, b ∈ G, (a� b)−1 = a−1 � b−1.

Proof. Suppose first that, for all x, y ∈ G, x � y = y � x
and let a, b ∈ G. It will be shown that (a� b)−1 = a−1 � b−1.
However, you have that

(a� b)−1 = b−1 � a−1 = a−1 � b−1.

Now suppose that, for all x, y ∈ G, (x� y)−1 = x−1� y−1 and
let a, b ∈ G. It will be shown that a � b = b � a. However,
because (a� b)−1 = a−1� b−1 and (a� b)−1 = b−1� a−1, you
have that

a−1 � b−1 = b−1 � a−1

b� (a−1 � b−1) = b� (b−1 � a−1)
b� (a−1 � b−1) = a−1

a� [b� (a−1 � b−1)] = a� a−1

(a � b)� (a−1 � b−1) = e
[
(a� b) � (a−1 � b−1)

]
� b = e� b

(a� b)� a−1 = b
[
(a� b)� a−1

]
� a = b� a

a� b = b� a.

The proof is now complete.



Appendix D
Examples of Proofs from

Real Analysis

Real analysis is the study of properties of the real numbers. The objective
of this appendix is not to teach real analysis, but rather to provide examples
of how the various techniques you have learned are used in doing proofs in
this subject. You will also see how to read and understand such written
proofs as they might appear in a textbook or other mathematical literature.
It is assumed that the reader is familiar with the basic properties of the real
numbers; however, the material in this appendix is completely self-contained.

D.1 EXAMPLES FROM THE REAL NUMBERS

The set of real numbers (also called the reals) is denoted by R and con-
sists of those numbers that can be expressed in decimal format, possibly with
an infinite number of positions to the right of the decimal point. From your
previous experience with the real numbers, you already know about positive

287
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s T

Infimum of T

t

Fig. D.1 Lower bounds and the infimum t for a set T .

and negative values and the basic algebraic operations of addition, subtrac-
tion, multiplication, and division, as well as how to compare such numbers
using <, >, =,≤, and ≥. It is also assumed that you are familiar with all of
the basic properties these operations and comparisons satisfy (for example,
x + y = y + x, (x + y)z = (xz) + (yz), if x ≤ y then −x ≥ −y, and, for every
real number x, either x < 0, x = 0, or x > 0).

It is also useful to compare the set of real numbers to other sets of numbers,
such as the integers, denoted by Z = {. . . ,−1, 0, 1, . . .}, and the rationals,
denoted by Q = {p/q : p, q ∈ Z and q 6= 0}. For example, one difference
between the reals and the integers is that, when you divide two real numbers,
the result is a real number (assuming the divisor is not 0). In contrast, when
you divide two integers, the result is not necessarily an integer (for example,
4/3 is not an integer).

There are also differences between the reals and the rationals, but they are
more subtle. For example, as is proved subsequently here, there are real num-
bers, such as

√
2, that are not rational. Another property that differentiates

the reals from the rationals is based on the following definition.

Definition 51 A real number t is a lower bound for a set T of real
numbers if and only if, for every element x ∈ T , t ≤ x.

Some sets of real numbers, such as {x ∈ R : x > 0}, have a lower bound,
whereas other sets, such as {x ∈ R : x < 2}, do not. If a set T has a
lower bound, say, t, then T has infinitely many lower bounds because any real
number s < t is also a lower bound for T (see Figure D.1). Of particular
interest in this case is the largest lower bound, a concept that is formalized as
follows.

Definition 52 A real number t is the infimum of a set T of real numbers
(also called the greatest lower bound) if and only if (1) t is a lower bound
for T and (2) for any lower bound s for T , s ≤ t.

A property that differentiates the reals from the rationals arises by trying
to identify when a set T of real numbers has an infimum. Working with
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numerous examples should lead you to the conclusion that, as long as the set
T is not empty and has a lower bound, T has an infimum. Although no proof
exists for this fact, it is an axiom (see Chapter 3) that is assumed to be true
and is stated formally as follows.

The Infimum Property of R: Every nonempty set of real numbers that
has a lower bound has an infimum.

The Infimum Property of R is a statement that you can assume is true when
doing a proof. Consequently, because the keyword (for) every appears in the
Infimum Property, you can use specialization when working forward from this
statement. To do so, identify a specific nonempty set of real numbers, say,
M , and show that M has a lower bound. Then specialization allows you to
state that M has an infimum. The process of applying specialization in this
way is referred to as “using the Infimum Property.”

How to Do a Proof

You will now see how the foregoing concepts are used in doing a proof. In
the example that follows, pay particular attention to how the form of the
statement under consideration suggests the technique to use.

Proposition 47 If T = {s ∈ R : s > 0 and s2 > 2}, x is a real number

with 0 < x and x2 < 2, and n is a positive integer with 1
n < 2−x2

2x+1 , then x + 1
n

is a lower bound for T .

Analysis of Proof. Not seeing any keywords—such as there is, for all,
no, not, and so on—in the hypothesis or conclusion of the proposition, it
is reasonable to begin with the forward-backward method. A key question
associated with the conclusion is, “How can I show that a real number (namely,
x+ 1

n) is a lower bound for a set (namely, T )?” Using Definition 51, one answer
is to show that

B1: For all elements s ∈ T , s ≥ x + 1
n .

Recognizing the keywords “for all” in B1 and after identifying the objects
(elements s), the certain property (s ∈ T ), and the something that happens
(s ≥ x + 1

n ), you can use the choose method (see Chapter 5) to choose

A1: An element s ∈ T ,

for which you must show that

B2: s ≥ x + 1
n .

Now work forward from A1 and the hypothesis to show that B2 is true.
From A1 you know that s ∈ T , so by the defining property of T ,

A2: s > 0 and s2 > 2.
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If you can show that 2 >
(
x + 1

n

)2
, then you would have s2 > 2 >

(
x + 1

n

)2
,

and because s > 0 (see A2), it would follow that s > x + 1
n , as desired in B2.

In summary, you should now try to show that

B3: 2 >
(
x + 1

n

)2
.

You can obtain B3 by working forward from the hypothesis that 1
n < 2−x2

2x+1
using algebra, as follows:

(

x +
1

n

)2

= x2 +
2x

n
+

1

n2
(expand the square) (D.1)

= x2 +
1

n

(

2x +
1

n

)

(factor out 1
n) (D.2)

≤ x2 +
1

n
(2x + 1) (1 ≤ n) (D.3)

< x2 + (2 − x2) (from the hypothesis 1
n < 2−x2

2x+1 ) (D.4)

= 2. (D.5)

The choose method and the whole proof are now complete.

Proof of Proposition 47. To see that x+ 1
n

is a lower bound for the set T ,
let s ∈ T . (The word “let” here indicates that the choose method is used.) It
will be shown that x+ 1

n < s. Because s ∈ T , s > 0 and s2 > 2. It now follows

from the algebra in equations (D.1) through (D.5) that s2 > 2 >
(
x + 1

n

)2
.

Because s > 0, you have that s > x + 1
n , which shows that x + 1

n is a lower
bound for T , thus completing the proof.

A summary of suggestions on how to do a proof is given at the end of this
appendix. Now you will see how to read a proof.

How to Read a Proof

Reading proofs can be challenging because the author does not always refer to
the techniques by name, several steps may be combined in a single sentence
with little or no justification, and the steps of a proof are not necessarily
presented in the order in which they were performed when the proof was
done. To read a proof, you have to reconstruct the author’s thought processes.
Doing so requires that you identify which techniques are used and how they
apply to the particular problem. The next example demonstrates how to do
so and establishes formally that

√
2 is a real number that is not rational.
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Proposition 48 If the infimum property of real numbers holds; that is, if
every nonempty set of real numbers that has a lower bound has an infimum,
then there is a real number x such that x2 = 2 and x is not rational.

Proof of Proposition 48. (For reference purposes, each sentence of the
proof is written on a separate line.)

S1: The desired value of x is the infimum of the set T = {s ∈ R :
s > 0 and s2 > 2}.

S2: The set T has an infimum because 2 ∈ T , and so T 6= ∅ and
also 0 is a lower bound for T .

S3: It must now be shown that x2 = 2.

S4: Now if x2 > 2, then a value of the positive integer n for which

1

n
<

x2 − 2

2x

can be shown to satisfy x − 1
n ∈ T, and because x − 1

n < x,
it would follow that x is not a lower bound for T, which is a
contradiction.

S5: On the other hand, if x2 < 2, then a value of the positive
integer n for which

1

n
<

2− x2

2x + 1

can be shown to satisfy x + 1
n

is a lower bound for T, and
because x < x + 1

n , it would follow that x is not the greatest
lower bound for T, which is a contradiction.

S6: Having ruled out x2 > 2 and x2 < 2, it must be that x2 = 2.

S7: The fact that x is not rational is proved in Proposition 13 in
Section 9.2 and is not repeated here.

The proof is now complete.

Analysis of Proof. An interpretation of statements S1 through S7 follows.

Interpretation of S1: The desired value of x is the infimum of the set
T = {s ∈ R : s > 0 and s2 > 2}.

The reason you may find this sentence challenging to understand is that the
author has not mentioned which technique is used to begin the proof. To de-
termine this, ask yourself which technique you would use to get started. Rec-
ognizing the keywords “there is” in the conclusion of the proposition should
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lead you (and the author) to use the construction method (see Chapter 4).
Indeed, as stated in S1, the author constructs the value of

A1: x = infimum of the set T = {s ∈ R : s > 0 and s2 > 2}.
Before showing that this value of x is correct, as required by the construction
method, you should ask yourself if this set T does, in fact, have an infimum;
otherwise, it is not possible to construct x in this way. The author asked the
same question and establishes in S2 that T does have an infimum.

Interpretation of S2: The set T has an infimum because 2 ∈ T , and so
T 6= ∅ and also 0 is a lower bound for T .

Here the author claims that the set T in S1 has an infimum. Once again,
the author has failed to mention what proof techniques are used and has
also skipped several steps, which you must recreate. Specifically, the author
recognizes the keywords “(for) every” in the hypothesis, “. . . every nonempty
set of real numbers that has a lower bound has an infimum” and therefore
uses specialization (see Chapter 6). To specialize this for-all statement to the
set T in S1, it is necessary to show that T satisfies the certain property of
being nonempty and having a lower bound. Indeed, in S2 the author claims
without justification that 2 ∈ T (which you can verify because 2 > 0 and
22 = 4 > 2), and so T 6= ∅. In S2 the author also states without justification
that 0 is a lower bound for T (which you are asked to verify in the exercises).
The result of specializing the hypothesis is that T does have an infimum, so
the construction of x in S1 is valid.

Interpretation of S3: It must now be shown that x2 = 2.
Following the construction method in S1, the author must show that the

value of x satisfies the desired properties, so it must be shown that

B1: x2 = 2 and x is not rational.

Reading the rest of the proof, can you determine how the author does so?

Interpretation of S4: Now if x2 > 2, then a value of the positive integer n
for which

1

n
<

x2 − 2

2x

can be shown to satisfy x − 1
n
∈ T, and because x − 1

n
< x, it would follow

that x is not a lower bound for T, which is a contradiction.
This sentence is challenging to understand unless you keep in mind from

B1 that the author is trying to show that x2 = 2 and read ahead to S6. In
S6 the author notes that the cases x2 > 2 and x2 < 2 have been ruled out,
so the only remaining possibility is that x2 = 2, as desired. In other words,
without telling you, the author is working forward using the property of real
numbers to note that
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A2: Either x2 = 2 or x2 > 2 or x2 < 2.

To establish that x2 = 2 the author proceeds in S4 to rule out the possibility
that x2 > 2. Then, in S5 the author rules out x2 < 2. It remains to determine
how the author rules out these two cases.

The answer is that the author uses the contradiction method (see Chap-
ter 9). Specifically, to rule out the case when x2 > 2, the author uses the
contradiction method in S4 and so assumes that x2 > 2. Can you determine
what the contradiction is? The answer is that at the end of S4 the author
claims to have shown that x is not a lower bound for T , which, if true, is a
contradiction. This is because, according to A1, x is the infimum of T , and
so, by Definition 52, x is a lower bound for T .

In order for the author to show that x is not a lower bound for T , using the
rules for writing the NOT of Definition 51 (see Chapter 8), the author must
show that

B2: There is an element s ∈ T such that s < x.

Recognizing the keywords “there is” in B2, the author uses the construction
method to produce an element s ∈ T such that s < x. Specifically, in S4
the author constructs s = x − 1

n , where n is a positive integer for which
1
n

< x2−2
2x

. According to the construction method, the author should now show
that this value of s satisfies the certain property (s ∈ T ) and the something
that happens (s < x) in B2. Unfortunately, the author leaves these details
for you to verify. While it is perhaps easy to see that s = x− 1

n < x because
n > 0, it is not so easy to verify that s = x − 1

n ∈ T . Can you use the fact

that 1
n

< x2−2
2x

to show that s = x− 1
n
∈ T?

Interpretation of S5: On the other hand, if x2 < 2, then a value of the
positive integer n for which

1

n
<

2− x2

2x + 1

can be shown to satisfy x + 1
n

is a lower bound for T, and because x < x +
1
n , it would follow that x is not the greatest lower bound for T, which is a
contradiction.

Here, the author rules out the case that x2 < 2 by assuming that x2 < 2
and reaching a contradiction. Specifically, in S5 the author claims to have
shown that x is not the greatest lower bound for T, which, if true, contradicts
the fact that, by construction in A1, x is the greatest lower bound for T .

In order for the author to show that x is not the greatest lower bound for
T , using the rules for writing the NOT of Definition 52 (see Chapter 8), the
author must show that

B3: Either x is not a lower bound for T or there is a lower
bound s for T such that s > x.
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Recognizing the keywords “either/or” in the backward statement B3, the
author uses a proof by elimination (see Section 12.1). Accordingly, the author
assumes that

A3: x is a lower bound for T ,

and so it must now be shown that

B4: There is a lower bound s for T such that s > x.

Recognizing the keywords “there is” in B4, the author uses the construction
method to produce this value of s. Specifically, in S5 the author constructs

s = x + 1
n
, where n is a positive integer for which 1

n
< 2−x2

2x+1
. According to

the construction method, the author should now show that this value of s
satisfies the certain property (s is a lower bound for T ) and the something
that happens (s > x) in B4. Unfortunately, the author leaves these details
for you to verify. While it is perhaps easy to see that s = x + 1

n > x because
n > 0, it is not so easy to verify that s = x + 1

n
is a lower bound for T . This

fact is proved in the preceding Proposition 38 in this appendix.

Interpretation of S6: Having ruled out x2 > 2 and x2 < 2, it must be that
x2 = 2.

The author is now claiming that x2 = 2, as required in B1 to complete the
construction method. The author is justified in making this claim because in
S4 the case x2 > 2 has been ruled out by contradiction, whereas in S5 the
case x2 < 2 has been ruled out by contradiction.

Interpretation of S7: The fact that x is not rational is proved in Proposition
13 in Section 9.2 and is not repeated here.

The author observes from B1 that it must still be shown that the con-
structed value of x is not rational but notes that this has already been proved
previously, thus completing the proof.

A summary of how to read proofs is given at the end of this appendix.

D.2 EXAMPLES FROM SEQUENCES

In solving many problems, it is necessary to work with an infinite collection of
real numbers. For example, if you start with x1 = 2 and repeatedly compute

xk+1 =
1

2

(

xk +
2

xk

)

, for k = 1, 2, . . . (D.6)

you will generate an infinite number of real numbers that, in fact, are getting
closer and closer to the value of

√
2. These concepts are now formalized, and

you will see how to read and do proofs using these concepts, starting with the
following definition.
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Definition 53 A sequence of real numbers is a function x : N → R,
where N = {1, 2, . . .}, and R is the set of real numbers. For k ∈ N , the
notation xk is used instead of x(k), and the sequence is written as follows:

X = (x1, x2, . . .) or X = (xk : k ∈ N) or X = (xk) .

For example, the collection of numbers defined by equation (D.6) is a se-
quence, as is X =

(
1
1
, 1

2
, . . . , 1

k
, . . .

)
.

It is also possible to create new sequences from existing sequences. For
example, given the sequences X = (x1, x2, . . .) and Y = (y1, y2, . . .),

X ± Y = (x1 ± y1, x2 ± y2, . . .) .

Of interest is whether the values in a given sequence are converging—that
is, getting closer and closer to some specific number. In that regard, there are
two separate convergence questions pertaining to a sequence X = (x1, x2, . . .):

1. Given a specific number x, does the sequence X converge to x?

2. Is there any real number x to which the sequence converges and, if so,
to which real number?

Some sequences, such as the one defined by (D.6), converge, and others, such
as the sequence X = (1, 2, . . . , k, . . .), do not converge. The objective now is
to provide a formal definition of what it means for a sequence to converge to
a given real number.

Intuitively, if a sequence X converges to the given real number x, then the
further along you are in the sequence, the closer the numbers in the sequence
should be to x. The distance from a point xk in the sequence to the number
x is measured using the absolute value; that is, |x−xk|. The set of all points
whose distance from x is less than some fixed amount ε > 0 is central to
convergence and is defined formally as follows (see Figure D.2):

Definition 54 Given a real number x and a distance ε > 0, the neighbor-
hood of radius ε around x is Nε(x) = {y ∈ R : |x− y| < ε}.

Note from Figure D.2 that, as ε gets closer to 0, the ε-neighborhoods around
x are “shrinking” to x. This observation gives rise to the following notion of
a sequence X converging to x by requiring that

No matter how close ε is to 0, “most” of the points
in the sequence lie inside Nε(x).

Mathematicians have determined that “most” means all of the points in the
sequence after some point, say, xj. Putting together the pieces, the formal
definition of convergence, which contains three quantifiers, follows.

Definition 55 A given sequence X = (x1, x2, . . .) converges to a real
number x, written (xk) → x, if and only if, for every real number ε > 0,
there is an integer j ∈ N such that, for all k ∈ N with k > j, xk ∈ Nε(x) that
is, |xk − x| < ε.
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Fig. D.2 The neighborhood of radius ε around the real number x.

How to Do a Proof

The following proposition is used to illustrate how to do a proof involving a
sequence. As always, observe how keywords in the statements under consid-
eration suggest which proof technique to use.

Proposition 49 The sequence X =
(
1− 1

k2

)
converges to 1.

Analysis of Proof. Not seeing any keywords—such as there is, for all, no,
not, and so on—in the proposition, it is reasonable to begin with the forward-
backward method. A key question associated with the conclusion is, “How
can I show that a sequence [namely, X =

(
1− 1

k2

)
] converges to a specific

number (namely, 1)?” Using Definition 55, one answer is to show that

B1: For every real number ε > 0, there is an integer j ∈ N
such that, for all k ∈ N with k > j,

∣
∣1− 1

k2 − 1
∣
∣ = 1

k2 < ε.

Recognizing the keywords “for all” as the first quantifier in the backward
statement B1, you should now use the choose method to choose

A1: A real number ε > 0,

for which it must be shown that

B2: There is an integer j ∈ N such that, for all k ∈ N with
k > j, 1

k2 < ε.

Recognizing the keywords “there is” as the first quantifier in B2, you should
now consider using the construction method. You can turn to the forward
process in an attempt to do so; however, another approach is to assume that
you have already constructed the desired value of j ∈ N . To complete the con-
struction method, you would then have to show that your value of j satisfies
the something that happens in B2; namely, that

B3: For all k ∈ N with k > j, 1
k2 < ε.
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The idea now is to try to prove B3 and in so doing to discover what value
of j ∈ N allows you to do so. Proceeding with the backward process and
recognizing the keywords “for all” in B3, you should now use the choose
method to choose

A2: An integer k ∈ N with k > j,

for which you must show that

B4: 1
k2 < ε.

Now, from A2, you know that k > j ≥ 1, so k2 > j2 and thus

A3: 1
k2 < 1

j2 .

You can obtain B4 from A3 provided that

1

j2
< ε. (D.7)

Indeed, this tells you that you need to construct j so that equation (D.7)
holds. Solving the inequality (D.7) for j using the fact that ε > 0 leads to

j >
1√
ε
. (D.8)

In other words, constructing j to be any integer satisfying equation (D.8)
enables you to show that B4 is true, thus completing the proof.

Proof of Proposition 49. To show that the sequence X =
(
1− 1

k2

)

converges to 1, let ε > 0. (The word “let” here indicates that the choose
method is used.) Now let j be any integer with j > 1√

ε
, which is possible

because ε > 0. (This time the word “let” means that the construction method
is used.) Now, for k > j (here, the choose method is used), it follows that

∣
∣1− 1

k2 − 1
∣
∣ = 1

k2 (algebra)

< 1
j2 (because k > j ≥ 1)

< ε (because j > 1√
ε

).

The proof is now complete.

A summary of how to do proofs is given at the end of this appendix.

How to Read a Proof

The next proposition is used to illustrate how to read a proof and establishes
that, if two sequences converge, then their sum converges.
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Proposition 50 If X = (x1, x2, . . .) and Y = (y1, y2, . . .) are two sequences
of real numbers that converge to the given real numbers x and y, respectively,
then the sequence X + Y = (x1 + y1, x2 + y2, . . .) converges to x + y.

Proof of Proposition 50. (For reference purposes, each sentence of the
proof is written on a separate line.)

S1: To show that X + Y converges to x + y, let ε > 0.

S2: Because X converges to x, by definition there is an integer
j1 ∈ N such that, for all k ∈ N with k > j1, |xk − x| < ε/2.

S3: Likewise, because Y converges to y, there is an integer j2 ∈ N
such that, for all k ∈ N with k > j2, |yk − y| < ε/2.

S4: Now, defining j = max{j1, j2}, you have from the convergence
of X and Y that, for k > j,

|(xk + yk) − (x + y)| = |(xk − x) + (yk − y)|

≤ |xk − x|+ |yk − y|

< ε
2 + ε

2

= ε.

The proof is now complete.

Analysis of Proof. An interpretation of statements S1 through S4 follows.

Interpretation of S1: To show that X + Y converges to x + y, let ε > 0.
The reason you may find this sentence challenging to understand is that

the author has not mentioned which technique is used to begin the proof. To
determine this, ask yourself which technique you would use to get started.
Not seeing any keywords—such as there is, for all, no, not, and so on—in the
hypothesis or conclusion of the proposition, it is reasonable to begin with the
forward-backward method (which is what this author has done, without telling
you). Working backward, a key question associated with the conclusion is,
“How can I show that a sequence (namely, X +Y ) converges to a real number
(namely, x+y)?” The author then uses Definition 55 to answer this question,
so it must be shown that

B1: For every real number ε > 0, there is an integer j ∈ N such
that, for all k ∈ N with k > j, |(xk + yk)− (x + y)| < ε.

The three quantifiers in B1 should be processed from left to right (see Chapter
7). Because the first keywords in B1 are “for every,” the author uses the choose
method to choose
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A1: A real number ε > 0,

for which it must be shown that

B2: There is an integer j ∈ N such that, for all k ∈ N with
k > j, |(xk + yk) − (x + y)| < ε.

Indeed, the words “let ε > 0” in S1 indicate that the author is using the
choose method. Accordingly, the author must now show that B2 is true.
Which technique would you use to do so?

The first quantifier in B2 is “there is,” so the construction method should
be used to produce the desired integer j ∈ N . Recognizing the need for the
construction method, the author turns in S2 to the forward process. (Can
you identify where in the proof the author constructs the value of j?)

Interpretation of S2: Because X converges to x, by definition there is an
integer j1 ∈ N such that, for all k ∈ N with k > j1, |xk − x| < ε/2.

The author is working forward from the hypothesis that X converges to
x. Specifically, using Definition 55 with ε̄ in place of ε to avoid overlapping
notation, you can state that

A2: For every real number ε̄ > 0, there is an integer j ∈ N
such that, for all k ∈ N with k > j, |xk − x| < ε̄.

Recognizing the keywords “for every” in A2, you should consider using spe-
cialization, as the author does. The only question is what specific value of ε̄
should you use for the specialization? Perhaps you should use the value of
ε̄ = ε that was chosen in A1? Rereading S2, you can see that the author
uses the value ε̄ = ε/2 instead of ε̄ = ε. At this point it is not clear why the
author has used this particular value. In any event, before specializing A2,
it is necessary to verify that the specific value of ε̄ = ε/2 satisfies the certain
property in A2 of being > 0, which is true because ε > 0 (see A1). The result
of specialization, as the author states in S2, is that,

A3: There is an integer j1 ∈ N such that, for all k ∈ N with
k > j1, |xk − x| < ε/2.

Interpretation of S3: Likewise, because Y converges to y, there is an integer
j2 ∈ N such that, for all k ∈ N with k > j2, |yk − y| < ε/2.

The author works forward from the hypothesis that the sequence Y con-
verges to y in the same way as is done for the sequence X in S2, so

A4: There is an integer j2 ∈ N such that, for all k ∈ N with
k > j2, |yk − y| < ε/2.

Interpretation of S4: Now, defining j = max{j1, j2}, you have from the
convergence of X and Y that, for k > j, . . ..
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Recall from B2 that the construction method is being used to produce a
value for the desired integer j. It is here in S4 that the author finally uses the
values of j1 from A3 and j2 from A4 to construct j = max{j1, j2}. According
to the construction method, it remains to show that this value of j satisfies
the something that happens in B2; namely, that

B3: For all k ∈ N with k > j, |(xk + yk)− (x + y)| < ε.

Recognizing the keywords “for all” in B3, without telling you, the author uses
the choose method to choose

A5: An integer k ∈ N with k > j,

for which it must be shown that

B4: |(xk + yk) − (x + y)| < ε.

Indeed, in S4, the author shows that B4 is true, but can you justify each of
the following steps?

|(xk + yk)− (x + y)| = |(xk − x) + (yk − y)| (D.9)

≤ |xk − x|+ |yk − y| (D.10)

<
ε

2
+

ε

2
(D.11)

= ε. (D.12)

It should be clear that the equality in (D.9) results from using algebra to
rearrange the terms. Likewise, the inequality in (D.10) follows from algebra
because |a + b| ≤ |a|+ |b|. The inequality in (D.11), however, is not so clear.
The inequalities

|xk − x| < ε

2
and |yk − y| < ε

2

are obtained from A3 and A4, respectively, by specializing their for-all state-
ments. Specifically, the author specializes the following for-all statement from
A3 using the specific value of k chosen in A5:

A6: For all k ∈ N with k > j1, |xk − x| < ε
2 .

To apply specialization to A6, the author must show that the value of k
from A5 satisfies the certain property in A6 (of being in N) and also that
k > j1. It is clear that k ∈ N ; however, can you see why k > j1? The
answer is that k > j (see A5) and j is constructed as max{j1, j2}; that is,
k > j = max{j1, j2} ≥ j1. Thus, you can specialize A6 to the value of k from
A5, resulting in

A7: |xk − x| < ε
2 .
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A similar specialization argument applied to the for-all statement in A4 results
in

A8: |yk − y| < ε
2 .

Combining A7 and A8 results in the inequality in equation (D.11).
Finally, the last inequality in equation (D.12) follows by simple algebra.

Perhaps now it is also clear why the author specialized the for-all statements
in the definition of convergence of the sequences X and Y to ε̄ = ε/2 instead
of ε̄ = ε; namely, so that in equation (D.12), ε

2 + ε
2 = ε, as required in B1.

Summary

Creating proofs is not a precise science. Some general suggestions are provided
here. When trying to prove that “A implies B,” consciously choose a tech-
nique based on keywords that appear in A and B. For example, if the quan-
tifiers “there is” and “for all” appear, then consider using the corresponding
construction, choose, induction, and specialization methods. If no keywords
are apparent, then it is probably best to proceed with the forward-backward
method. Remember that, as you proceed through a proof, different techniques
are needed as the form of the statement under consideration changes. If you
are unsuccessful at completing a proof, there are several avenues to pursue
before giving up. You might try asking yourself why B cannot be false, thus
leading you to the contradiction (or contrapositive) method. If you are really
stuck, it can sometimes be advantageous to leave the problem for a while
because, when you return, you might see a new approach. Undoubtedly, you
will learn many tricks of your own as you solve more and more problems.

Reading proofs can be challenging because the author does not always refer
to the techniques by name, several steps may be combined in a single sentence
with little or no justification, and the steps of a proof are not necessarily
presented in the order in which they were performed when the proof was done.
To read a proof, you have to reconstruct the author’s thought processes. Doing
so requires that you identify which techniques are used and how they apply
to the particular problem. Begin by trying to determine which technique
is used to start the proof. Then try to follow the methodology associated
with that technique. Watch for quantifiers to appear, for then it is likely that
the corresponding construction, choose, induction, and specialization methods
are used. The inability to follow a particular step of a written proof is often
because of the lack of sufficient detail. To fill in the gaps, learn to ask yourself
how you would proceed to do the proof. Then try to see if the written proof
matches your thought process.
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Exercises

Note: Solutions to those exercises marked with a W are located on the web
at http://www.wiley.com/college/solow/.

Note: All proofs should contain an analysis of proof and a condensed version.
Definitions for all mathematical terms are provided in the glossary at the end
of the book.

W D.1 Let X = (x1, x2, . . .) and Y = (y1, y2, . . .) be sequences of real numbers
that converge to the real numbers x and y, respectively.

a. State a common key question associated with trying to prove that each
of the following statements is true: X − Y converges to x− y, X rY =
(x1y1, x2y2, . . . , ) converges to xy, and X/Y = (x1/y1, x2/y2, . . . , ) con-
verges to x/y, provided that all denominators are not 0.

b. Provide a specific answer to your question in part (a) for trying to
prove that X rY = (x1y1, x2y2, . . . , ) converges to xy to create a new
statement in the backward process.

c. Based on your answer to part (b), which proof technique would you use
next and why?

W D.2 Recall from Proposition 39 that
√

2 is shown to be the infimum of the
set T = {s ∈ R : s > 0 and s2 > 2}.

a. What set should you use instead of T if you want to prove the existence
of the nth root of 2, where n is a positive integer greater than 1?

b. Prove that your set in part (a) has an infimum.

D.3 Recall from Proposition 39 that
√

2 is shown to be the infimum of the
set T = {s ∈ R : s > 0 and s2 > 2}.

a. What set should you use instead of T if you want to prove the existence
of the

√
a, where a is a positive real number?

b. Prove that your set in part (a) has an infimum.

D.4 Prove that, if a set T of real numbers has an infimum, then that infi-
mum is unique.

WD.5 Complete the proof of Proposition 39 by proving that, if T = {s ∈ R :
s > 0 and s2 > 2}, then 0 is a lower bound for T .

W D.6 Write an analysis of proof that corresponds to the following condensed
proof. Indicate which techniques are used and how they are applied. Fill in
the details of any missing steps where appropriate.
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Proposition. If t is the infimum of a set T of real numbers,
then, for every real number ε > 0, there is an element x ∈ T
such that x < t + ε.

Proof. Let ε > 0, for which it must be shown that there is an
element x ∈ T such that x < t + ε. To that end, observe that,
because t is the greatest lower bound for T and t + ε > t, it
follows that t + ε is not a lower bound for T . This, in turn,
means that there is an element x ∈ T such that x < t + ε and
so the proof is complete.

D.7 Write an analysis of proof that corresponds to the following condensed
proof. Indicate which techniques are used and how they are applied. Fill in
the details of any missing steps where appropriate.

Proposition. If T is a set of real numbers and t is a lower
bound for T with the property that, for every real number
ε > 0, there is an element x ∈ T such that x < t + ε, then t is
the infimum of T .

Proof. Because t is a lower bound for T , by definition, it
remains only to show that, for any lower bound s for T , s ≤ t.
So, let s be a lower bound for T . Now if s > t, then letting
ε = s − t > 0, it follows from the hypothesis that there is an
element x ∈ T such that x < t + ε = t + (s − t) = s. In
other words, x < s, which contradicts the fact that s is a lower
bound for T , and this completes the proof.

W D.8 Write the negation of Definition 55; that is, write what it means for a
sequence X = (x1, x2, . . .) not to converge to the real number x.

D.9 A sequence X = (x1, x2, . . .) is monotone increasing if and only if,
for each i = 1, 2, . . ., xi < xi+1. Write what it means for a sequence not to be
monotone increasing.

W D.10 Prove that the sequence X = (1
1 , 1

2 , 1
3 , . . . , ) converges to 0.

D.11 Use Exercise D.8 to prove that the sequence X = (1
1
, 1

2
, 1

3
, . . . , ) does

not converge to 1. Start by using the forward-backward method.

D.12 Prove that, if X = (x1, x2, . . .) and Y = (y1, y2, . . .) are sequences
that converge to the real numbers x and y, respectively, then the sequence
X − Y = (x1 − y1, x2 − y2, . . .) converges to x− y, as follows:

a. First prove that the sequence −Y = (−y1,−y2, . . .) converges to −y.

b. Now use Proposition 41 to prove that X − Y converges to x− y.
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WD.13 Write an analysis of proof that corresponds to the following condensed
proof. Indicate which techniques are used and how they are applied. Fill in
the details of any missing steps where appropriate.

Proposition. If x and y are real numbers such that, for every
real number ε > 0, |x− y| < ε, then x = y.

Proof. Suppose, to the contrary, that x 6= y. Letting ε =
|x−y| > 0, it follows from the hypothesis that |x−y| < |x−y|.
This contradiction completes the proof.

D.14 Write an analysis of proof that corresponds to the following condensed
proof. Indicate which techniques are used and how they are applied. Fill in
the details of any missing steps where appropriate.

Proposition. If X = (x1, x2, . . .) is a sequence of real numbers
that converges to the real number x, then x is the only real
number to which the sequence X converges.

Proof. Suppose that the sequence X also converges to the real
number y. It will be shown that x = y by showing that, for
every real number ε > 0, |x− y| < ε. (See Exercise D.13.) To
that end, let ε > 0. Because X converges to x, by definition,
there is an integer j1 ∈ N such that, for all integers k ∈ N with
k > j1, |xk−x| < ε/2. Likewise, because X also converges to y,
there is an integer j2 ∈ N such that, for all integers k ∈ N with
k > j2, |xk − y| < ε/2. Choosing k ∈ N with k > max{j1, j2},
it then follows that

|x− y| = |x− xk + xk − y|

≤ |x− xk|+ |xk − y|

< ε
2 + ε

2

= ε.

The proof is now complete.



Glossary of Math
Terms and Symbols

abstract system—A set together with one or more operators for performing
operations on the objects in the set.

abstraction—Learning to work with general objects rather than specific
items in a mathematical statement.

and—For two statements A and B, the statement A AND B (written A
∧

B)
is true when both A and B are true, and false otherwise.

axiom—A statement whose truth is accepted without a proof.

axiomatic system—An abstract system together with a list of axioms (that
is, properties) that the operations are assumed to have.

backward process—The process of deriving from a statement, B, a new
statement, B1, with the property that, if B1 is true, then so is B. You do
this by asking and answering a key question.

backward uniqueness method—A technique for proving that there is one
and only one object with a certain property such that something happens.
To do so, first use the construction or contradiction method to show that
there is at least one such object. Then use either the direct or the indirect
uniqueness method to show that there is at most one such object.

ball of radius r centered at c—The set Bn
r (c) = {n-vectors x : ‖x−c‖2 ≤

r2}.
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binary operator—A symbol that combines two objects to create a new
object.

binary relation—A symbol that compares two objects and returns a value
of true or false.

bounded above function—A real-valued function f of one real variable for
which there is a real number y such that, for every real number x, f(x) ≤ y.

bounded above set—A set of real numbers for which there is a real number
α such that for all elements x ∈ S, x ≤ α.

bounded below set—A set of real numbers for which there is a real number
β such that for all elements x ∈ S, x ≥ β.

bounded set of real numbers—A set of real numbers S for which there is
a real number γ > 0 such that, for every element x ∈ S, |x| < γ.

choose method—A technique for proving that, for every object with a cer-
tain property, something happens. To do so, choose a generic object with
the certain property. Then show that, for this chosen object, the something
happens.

closed operator—An operator that outputs the same type of object(s) on
which the operation is performed.

codomain of a function—Any set that contains all possible values that
can result from evaluating the function at an element in the domain of the
function.

column vector—A matrix consisting of one column.

complement of a set—The set of all elements in the universal set that are
not in the set.

component of a vector—Any of the individual values in a vector.

conclusion—The statement B in the implication “A implies B.” When
proving “A implies B,” your job is to show that the conclusion B is true.

conditional statement—A statement of the form, “If A is true, then B is
true,” where A and B are given statements.

construction method—A technique for proving that there is an object with
a certain property such that something happens. To do so, construct, guess,
produce, or devise an algorithm to produce the desired object. Then show
that the object you constructed has the certain property and satisfies the
something that happens.

continuous function at a point—A function f of one variable such that,
at a given point x, for every real number ε > 0, there is a real number
δ > 0 such that, for all real numbers y with |x− y| < δ, |f(x)− f(y)| < ε.

contradiction method—A technique for proving that “A implies B” in
which you work forward from the assumption that A and NOT B are true
to reach a contradiction to some statement that you know is true.
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contrapositive method—A technique for proving that “A implies B” in
which you prove that “NOT B implies NOT A” by working forward from
NOT B and backward from NOT A.

contrapositive statement—The contrapositive of the statement “A implies
B” is the statement “NOT B implies NOT A.”

convergence of a sequence of real numbers to a given real number—
A sequence of real numbers x1, x2, . . . for which, at a given real number x,
for every real number ε > 0, there is an integer j ≥ 1 such that, for every
integer k with k > j, |xk − x| < ε.

converse statement—The converse of the statement “A implies B” is the
statement “B implies A.”

convex function—A function f of one variable such that, for all real num-
bers x and y and for all real numbers t with 0 ≤ t ≤ 1, it follows that
f(tx + (1− t)y) ≤ tf(x) + (1− t)f(y).

convex set—A set C of real numbers such that, for all elements x, y ∈ C
and for all real numbers t with 0 ≤ t ≤ 1, tx + (1 − t)y ∈ C.

corollary—A proposition whose truth follows almost immediately from a
theorem.

decreasing sequence of real numbers—A sequence x1, x2, . . . of real num-
bers such that, for every integer k = 1, 2, . . ., xk > xk+1.

definition—An agreement, by all parties concerned, as to the meaning of a
particular term.

derivative of a function at a point—The real number f ′(x̄) is the deriva-
tive of the function f at the point x̄ if and only if, for every real number
ε > 0, there is a real number δ > 0 such that, for every real number x with

0 < |x− x̄| < δ, it follows that
∣
∣
∣
f(x)−f(x̄)

x−x̄
− f ′(x̄)

∣
∣
∣ < ε.

dimension of a vector—The number of components in a vector.

dimension of a matrix—The number of rows and columns in a matrix.

direct uniqueness method—A technique for proving that there is a unique
object with a certain property such that something happens. To do so, first
construct the desired object X. Then assume that there is also an object
Y with the certain property and for which the something happens. Work
forward to show that X and Y are the same.

divides—An integer a divides an integer b (written a|b) if and only if there
is an integer c such that b = ca.

domain of a function—The set of all allowable values at which the function
can be evaluated.

dot product of two n-vectors—The dot product of the two n-vectors
x = (x1, . . . , xn) and y = (y1, . . . , yn) is x ry = x1y1 + · · ·+ xnyn.

either/or methods—Techniques for proving that “A implies B” when A
and/or B contain the key words “either/or” (see proof by elimination
and proof by cases).
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element of a matrix—Any entry in the matrix.

element of a set—An item that belongs to a given set.

empty set—The set with no elements, written ∅.
equal matrices—Two (m×n) matrices A and B are equal (written A = B)

if and only if, for each row i = 1, . . . , n and column j = 1, . . . , m, Aij = Bij.

equal pairs of real numbers—Two pairs of real numbers (x1, y1) and
(x2, y2) for which x1 = x2 and y1 = y2.

equal sets—Two sets S and T are equal (written S = T ) if and only if S is
a subset of T and T is a subset of S.

equal vectors—Two n-vectors x = (x1, . . . , xn) and y = (y1, . . . , yn) are
equal (written x = y) if and only if, for each integer i = 1, . . . , n, xi = yi.

equilateral triangle—A triangle, all of whose sides have the same length.

equivalent statements—Two statements A and B for which “A implies B”
and “B implies A.”

even integer—An integer n whose remainder on dividing by 2 is 0. Equiv-
alently, an integer n for which there is an integer k such that n = 2k.

existential quantifier—The key words “there is” (“there are,” “there ex-
ists”).

forward-backward method—The technique for proving that “A implies
B” in which you assume that A is true and try to show that B is true. To
do so, you apply the forward process to A and the backward process to B.

forward process—The process of deriving from a statement, A, a new state-
ment, A1, with the property that A1 is true because A is true.

forward uniqueness method—The technique of working forward from a
statement of the form, “there is a unique object with a certain property
such that something happens.” To do so, look for two such objects, X and
Y . Then conclude, as a new statement in the forward process, that X and
Y are the same; that is, that X = Y .

generalization—The technique of creating from an original mathematical
concept—such as a problem, a formula, a definition, a proposition, or a
mathematical object—a broader concept that includes not only the original
concept but also something new and different.

greater-than-or-equal-to functions—For functions f and g of one vari-
able, g ≥ f on the set S of real numbers if and only if, for every element
x ∈ S, g(x) ≥ f(x).

greatest common divisor—An integer d such that, for two given integers
a and b, (1) d divides a and d divides b and (2) whenever c is an integer
for which c divides a and c divides b, it follows that c divides d.

greatest lower bound for a set of real numbers—A real number t is
the greatest lower bound for a set T of real numbers if and only if (1) t is
a lower bound for T and (2) for any lower bound s for T , s ≤ t.
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group—A set G and an operation � on G with the property that, for all
a, b ∈ G, a� b ∈ G that together satisfy the following three properties:
1. (Associative Law) For all a, b, c ∈ G, (a� b)� c = a� (b� c).

2. (Existence of an Identity Element) There is an element e ∈ G such that,
for all a ∈ G, a� e = e� a = a. (e is called the identity element.)

3. (Existence of an Inverse Element) For each a ∈ G, there is an element
a−1 ∈ G such that a � a−1 = a−1 � a = e. (The element a−1 is called
the inverse of a.)

hypothesis—The statement A in the implication “A implies B.” When
proving “A implies B,” you can assume that the hypothesis A is true.

identifying similarities and difference—The act of comparing two or
more mathematical items to determine what properties they have in com-
mon and what properties make them different.

identity element of a group—An element e of a group (G,�) with the
property that, for every element a ∈ G, a� e = e� a = a.

identity matrix—An (n×n) matrix I all of whose values are 0 except that
each diagonal element Iii is 1.

implication—A statement of the form, “If A is true, then B is true,” where
A and B are given statements.

increasing function—A real-valued function f of one real variable such
that, for all real numbers x and y with x ≤ y, f(x) ≤ f(y).

increasing sequence of real numbers—A sequence x1, x2, . . . of real num-
bers such that, for every integer k = 1, 2, . . ., xk < xk+1.

indirect uniqueness method—A technique for proving that there is a
unique object with a certain property such that something happens. To
do so, first construct the desired object X. Then assume that there is an
object Y , different from X, with the certain property and for which the
something happens. Work forward to reach a contradiction.

induction—A technique for proving that, for every integer n ≥ some initial
integer n0, some statement P (n) is true. To do so, show that P (n0) is true.
Then assume that P (n) is true and show that P (n + 1) is true by relating
P (n + 1) to P (n).

infimum of a set of real numbers—A real number t is the infimum of a
set T of real numbers if and only if (1) t is a lower bound for T and (2) for
any lower bound s for T , s ≤ t.

infimum property of the real numbers—Theproperty that any nonempty
set of real numbers that has a lower bound has an infimum.

injective function—A real-valued function f of one real variable such that,
for all real numbers x and y with x 6= y, f(x) 6= f(y).

integers—The set of numbers {. . . ,−2,−1, 0, 1, 2, . . .}.
intersection of two sets—The set of all elements that are in both sets.



310 GLOSSARY

inverse element of a group—For an element a of a group (G,�), an
element a−1 ∈ G is the inverse element of a if and only if a � a−1 =
a−1 � a = e, where e is the identity element of G.

inverse statement—The inverse of the statement “A implies B” is the state-
ment “NOT A implies NOT B.”

invertible matrix—An (n×n) matrix A for which there is an (n×n) matrix
C such that AC = CA = I, the (n × n) identity matrix.

isosceles triangle—A triangle, two of whose sides have equal length.

key answer—An answer to a key question.

key question—The specific question obtained by asking how you can show
that a given statement B is true.

least integer principle—The property that a nonempty set of positive in-
tegers always has a smallest element.

least upper bound for a set—A real number u such that, for a given set
S of real numbers, (1) u is an upper bound for S and (2) for every upper
bound v for S, u ≤ v.

lemma—A proposition that is used in the proof of a subsequent theorem.

linear function—Areal-valued function f of one real variable for which there
are real numbers m and b such that, for all real numbers x, f(x) = mx+ b.

linearly independent vectors—The n-vectors x1, . . . ,xk are linearly in-
dependent if and only if, for all real numbers t1, . . . , tk with the property
that t1x

1 + · · ·+ tkx
k = 0, it follows that t1 = · · · = tk = 0.

lower bound for a set of real numbers—A real number t is a lower bound
for a set T of real numbers if and only if, for every element x ∈ T , t ≤ x.

matrix—A rectangular table of numbers arranged in m rows and n columns.

matrix multiplication—Given an (m×p) matrix A and a (p×n) matrix B,
AB is the (m× n) matrix in which, for each row i = 1, . . . , m and column
j = 1, . . . , n, (AB)ij = Ai∗ rB∗j = row i of A times column j of B.

maximizer of a function—A real number x∗ such that, for every real
number x, f(x) ≤ f(x∗) (where f is a real-valued function of one real
variable).

max/min methods—Methods for proving that the maximum or minimum
of a given set S of real numbers is ≤ or ≥ a given real number x by con-
verting the statement to an equivalent statement containing the quantifier
“there is” or “for all,” as follows:

• min{s ∈ S} ≥ x is equivalent to for all s ∈ S, s ≥ x.

• min{s ∈ S} ≤ x is equivalent to there is an s ∈ S such that s ≤ x.

• max{s ∈ S} ≥ x is equivalent to there is an s ∈ S such that s ≥ x.

• max{s ∈ S} ≤ x is equivalent to for all s ∈ S, s ≤ x.

member of a set—An item that belongs to a given set.
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minimizer of a function—A real number x∗ such that, for every real num-
ber x, f(x∗) ≤ f(x) (where f is a real-valued function of one real variable).

neighborhood of radius ε around a real number x—The set Nε(x) =
{y ∈ R : |x− y| < ε}.

nested quantifiers—A statement that contains more than one quantifier.

nonsingular matrix—An (n × n) matrix A for which there is an (n × n)
matrix C such that AC = CA = I, the (n × n) identity matrix.

not—For a statement A, the statement NOT A is true when A is false and
is false when A is true.

odd integer—An integer n for which there is an integer k such that
n = 2k + 1.

one-to-one function—A real-valued function f of one real variable such
that, for all real numbers x and y with x 6= y, f(x) 6= f(y).

onto function—A real-valued function f of one real variable such that, for
every real number y, there is a real number x such that f(x) = y.

or—For two statements A and B, the statement A OR B (written A
∨

B) is
false when A is false and B is false, and true otherwise.

partition of a set—Two sets S1 and S2 partition a given set S if and only
if the following hold:

(a) S = S1 ∪ S2.

(b) S1 ∩ S2 = ∅.

(c) S1 6= ∅ and S2 6= ∅.

prime—An integer p > 1 whose only positive integer divisors are 1 and p.

proof—A convincing argument expressed in the language of mathematics.

proof by cases—A technique for proving that “A implies B” when A has
the form “either C or D.” To do so, first assume that C is true and show
that B is true. Then assume that D is true and show that B is true.

proof by elimination—A technique for proving that “A implies B” when
B has the form “either C or D.” To do so, assume that A and NOT C are
true and show that D is true. Alternatively, you can assume that A and
NOT D are true and show that C is true.

proof technique—Any method for proving that the statement “A implies
B” is true.

proposition—A true statement of interest.

quantifier—One of the two groups of key words “there is” (“there are,”
“there exists”) and “for all” (“for each,” “for every,” “for any”).

rational number—A real number r for which there are integers p and q
with q 6= 0 such that r = p/q.

rationals—The set of all rational numbers.
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real number—Any number that can be expressed in decimal format.

reals—The set of all real numbers.

row vector—A matrix consisting of one row.

scalar—A real number.

sequence—A function x : N → R, where N = {1, 2, . . .}, and R is the set of
real numbers. For k ∈ N , the notation xk is used instead of x(k), and the
sequence is written X = (x1, x2, . . .) or X = (xk : k ∈ N) or X = (xk).

sequential generalization—The process of creating a sequence of general-
izations in which each successive generalization contains the previous one
as a special case.

set—A collection of items.

special case—The result of replacing mathematical symbols in a generaliza-
tion with specific values.

square integer—An integer n such that there is an integer k with n = k2.

standard form for “for all”—For all objects with a certain property, some-
thing happens.

standard form for “there is”—There is an object with a certain property
such that something happens.

statement—A mathematical sentence that is either true or false.

strictly increasing function—A real-valued function f of one real variable
such that, for all real numbers x and y with x < y, f(x) < f(y).

strictly monotone sequence of real numbers—A sequence of real num-
bers x1, x2, . . . that is either decreasing or increasing.

strong induction—A form of induction in which, rather than assuming that
the statement is true for an integer n and proving that the statement is
true for n + 1, you assume that the statement is true for all integers from
the first allowable one up to and including the integer n and then prove
that the statement is true for n + 1.

subset—A set S is a subset of a set T (written S ⊆ T or S ⊂ T ) if and only
if, for every element x ∈ S, x ∈ T .

surjective function—A function f of one variable such that, for every real
number y there is a real number x such that f(x) = y.

syntax error—A mistake in a mathematical sentences in which the symbols
or operations make no sense or cannot be performed.

test a definition—The act of checking with many different examples if a
given definition correctly includes all objects with certain desirable prop-
erties while simultaneously excluding all objects that do not have the de-
sirable properties.

theorem—An important proposition.



transpose of a matrix—The transpose of an (m × n) matrix A is the
(n ×m) matrix At in which, for all i = 1, . . . , n and for all j = 1, . . . , m,
(At)ij = Aji.

truth table—A table that lists the truth of a complex statement (such as “A
implies B”) for all possible combinations of truth values of the individual
statements (in this case, A and B).

unary operator—Asymbol that uses a given object to create another object.

unification—The act of combining two or more special cases into one en-
compassing generalization.

union of two sets—The set of elements that are in either of the two sets.

uniqueness methods—Techniques for working with statements of the form,
“there is a unique object with a certain property such that something
happens” (see the forward and backward uniqueness methods and also the
direct and indirect uniqueness methods).

universal quantifier—The key words “for all” (“for each,” “for every,” “for
any”).

upper bound for a set—A real number u such that, for all x ∈ S, x ≤ u
(where S is a given set of real numbers).

vector—An ordered list of real numbers.

working with visual images—The act of creating a picture or other visual
representation of a mathematical concept and, vice versa, translating such
a picture to a written symbolic form.

zero matrix—A matrix, all of whose elements are 0.

Glossary of Mathematical Symbols

Symbol Meaning Page

⇒ implies 3
Q. E. D. (which was to be demonstrated) 14

∧
and 26

∨
or 26

⇔ if and only if 27
∼ not 33
∃ there is (there are, there exists) 42
⊃− such that 42
∈ is an element of 53
∅ empty set 54

⊆ (⊂) subset 55
∀ for all (for each, for any, for every) 55
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A implies B, 3, 33
abstract system, 222
abstraction, 219
alternative definition, 27
analysis of proof, 15
AND, 26, 94
answering a key question, 10
axiom, 33, 223
axiomatic system, 223
B implies A, 33
backward

process, 9–10, 16
uniqueness method, 126

ball of radius r, 209, 212
binary

operator, 221
closed, 222

relation, 222
certain property, 42, 55
choose method, 56, 62
closed

binary operator, 222
unary operator, 221

codomain of a function, 242
column vector, 259
complement of a set, 238
component of a vector, 185, 251
conclusion, 3
condensed proof, 3, 14

reading, 15

conditional statement, 3
construction method, 43, 47
contradiction method, 102, 108
contrapositive

method, 115, 119
statement, 33–34
truth table, 34

convergence of a sequence, 295
converse statement, 33
corollary, 33
counterexample, 8, 97
creating

a visual image, 201
a definition, 207

defining property of a set, 54
definition, 25

creating, 207
alternative, 27
testing for correctness, 208

dimension
of a vector, 185, 251
of a matrix, 259

direct uniqueness method, 127, 130
divides, 26, 270
domain of a function, 242
dot product of vectors, 252
either/or methods, 145, 151
element

of a matrix, 259
of a set, 53, 237

316



INDEX 317

elimination method, 148, 151
empty set, 54, 238
equality

of matrices, 260
of pairs of numbers, 26
of sets, 55, 238
of vectors, 252

equivalence
class, 228
relation, 228

equivalent
definitions, 27
statements, 26–27

existential quantifier, 41
standard form, 42

for all (“for any” “for each” “for every”),
41, 53

standard form, 55
forward-backward method, 9, 16
forward

process, 9, 12, 16
uniqueness method, 125

function, 242
codomain, 242
domain, 242
injective, 243
one-to-one, 116, 243
onto, 84, 214, 243
surjective, 84, 243

generalization, 179
sequential, 184

greatest lower bound of a set, 288
group, 277

identity element, 277
inverse element, 277

hidden quantifier, 44, 55
hypothesis, 3

induction, 135
identifying similarities and differences, 197
identity matrix, 259
if and only if, 27
iff, 27
implication, 3
implies, 3
indirect uniqueness method, 128, 130
induction, 133, 139, 188

strong, 137
using the induction hypothesis, 135

inductive reasoning, 188
infimum of a set, 288
infinite

list, 56
set, 54

injective function, 243
integer, 269, 288

divides, 26, 270

Least Integer Principle, 270
prime, 26

intersection of two sets, 238
inverse statement, 33
invertible matrix, 260
key question, 10
Least Integer Principle, 158, 270, 281
lemma, 33
length of a vector, 185
linear algebra, 251
linearly independent vectors, 253
lower bound, 288
matching up notation, 28, 72
mathematical terminology, 32
mathematical thinking processes, 179

abstraction, 219
creating definitions, 207
identifying similarities and differences,

197
working with visual images, 201
generalization, 179
inductive reasoning, 188
unification, 188

matrix, 259
element, 259
equality, 260
dimensions, 259
identity, 259
invertible, 260
multiplication, 260
nonsingular, 260
transpose, 260
zero, 259

max/min methods, 155, 160
member of a set, 53
methods, 163

backward uniqueness, 126
cases, 145, 151
choose, 56, 62
construction, 43, 47
contradiction, 102, 108
contrapositive, 115, 119
direct uniqueness, 127, 130
either/or, 145, 151
elimination, 148, 151
forward-backward, 9, 16
forward uniqueness, 125
indirect uniqueness, 128, 130
induction, 133, 139, 188

strong, 137
max/min, 155, 160
specialization, 69
uniqueness, 125, 129, 165

direct, 127, 130
indirect, 128, 130

model proof, 56



318 INDEX

multiplying matrices, 260
natural numbers, 158
neighborhood, 295
nested quantifiers, 81, 87
no (not), 93, 103, 118
nonsingular matrix, 260
norm of a vector, 185
NOT A, 33, 93
NOT A implies NOT B, 33
NOT B implies NOT A, 33
not of a

quantifier, 94
statement, 33, 93, 98

notation
issues, 28
matching up, 28, 72

one-to-one function, 116, 243
only if, 33
onto function, 84, 214, 243
operator

binary, 221–222
closed, 221–222
unary, 221

OR, 26, 94
overlapping notation, 28, 31, 181
partitioning a set, 208
previous knowledge, 30

in the backward process, 30
in the forward process, 31

prime, 26
proof, 2

analysis of, 15
by cases, 145, 151
by contradiction, 102, 108
by elimination, 148, 151
condensed, 3
model, 56
reading, 14–15
techniques (see methods), 1

proposition, 32
Q.E.D., 14
quantifier, 41

choose method (for all), 56
construction method (there is), 43
existential, 41
hidden, 44, 55
nested, 81, 87
NOT , 94
specialization method, 69
universal, 41

rationals, 26, 270, 288
reading proofs, 14–15
real numbers, 287

greatest lower bound, 288
infimum, 288
lower bound, 288

sequence, 295
row vector, 259
scalar, 252
sequence of real numbers, 295

convergence, 295
neighborhood, 295

sequential generalization, 184
set, 53, 237

Venn diagram, 201
complement, 238
defining property, 54
element, 53, 237
empty, 54, 238
equality, 55, 238
intersection, 238
lower bound, 288
member, 53
partition, 208
set-builder notation, 54
subset, 55, 238
union, 238
universal, 238

something happens, 42, 55
special case, 179

verify, 179
specialization method, 69–70
standard form

for all, 55
there is, 42

statement, 2
conditional, 3
contrapositive, 33–34
converse, 33
equivalent, 26
implication, 3
inverse, 33
not, 33, 93, 98

strong induction, 137
subset, 55, 238
surjective function, 84, 243
symbolic form, 204

converting to, 204
symbolic notation, 3, 365
syntax error, 83, 187, 206, 221
techniques (see methods), 1
test a definition, 208
theorem, 33
there is (“there exists” “there are”), 41

standard form, 42
transpose of a matrix, 260
truth table, 4

A implies B, 4
NOT B implies NOT A, 34

unary operator, 221
closed, 221

unification, 188
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union of two sets, 238
uniqueness methods, 125, 129

direct, 127, 130
backward method, 126
forward method, 125
indirect, 128, 130

universal
quantifier, 41

standard form, 55
set, 238

upper bound, 71
using

previous knowledge, 30
in the backward process, 30
in the forward process, 31

the induction hypothesis, 135
vector, 185, 251

equality, 252
column, 259
component i of x, 185

component, 251
dimension, 185, 251
dot product, 252
length, 185
linearly independent, 253
norm, 185
row, 259
zero, 252

Venn diagram, 201
verify the special case, 179
visual images, 201

creating, 201
without loss of generality, 147
working with visual images, 201
working

backward, 10
forward, 12

zero
matrix, 259
vector, 252



SUMMARY OF PROOF TECHNIQUES

Proof
Technique When to Use It What to Assume
Forward
Uniqueness
(page 123)

When A has the key word
“unique” in it.

There is such an ob-
ject, X .

Direct
Uniqueness
(page 125)

When B has the key word
“unique” in it.

There are two such
objects, and A

Indirect
Uniqueness
(page 126)

When B has the key word
“unique” in it.

There are two differ-
ent objects, and A

Induction
(page 131)

When a statement P (n) is
true for each integer n ≥ n0.

P (n) is true for n.

Proof by Cases
(page 143)

When A has the form
“C OR D.”

Case 1: C

Case 2: D

Proof by
Elimination
(page 145)

When B has the form
“C OR D.”

A and NOT C

or

A and NOT D

Max/Min 1
(page 153)

When A or B has the form
“maxS ≤ z” or “minS ≥ z”.

Max/Min 2
(page 153)

When A or B has the form
“maxS ≥ z” or “minS ≤ z”.
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